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Overview of the NERUPI Approach to Evaluation 
INTRODUCTION
The NERUPI Toolkit is designed to support evaluation for continual improvement of access, participation and success programmes, and adaptive policy processes involving multiple stakeholders. It proposes an iterative approach which is practitioner-driven, practical and realistic, with a focus on mixed-methods designs to offset the limitations of any individual method. The focus is on identifying effective practice through theory-based evaluation proceeding in stages whereby learning is fed back into action. 
This briefing sets out the NERUPI approach to evaluation, rationale and goes on to detail the stages and steps involved in evaluating widening participation interventions. Resources have been developed to support the approach which are available on the evaluation section of the NERUPI website (https://www.nerupi.co.uk/members/toolkit/evaluation). 
ELEMENTS OF THE NERUPI APPROACH
The NERUPI approach is designed to encapsulate both a reflexive process and focus for evaluating access, participation and success. In that sense it offers a meta-evaluation framework, that can be adapted locally. The two main tools are: 
A People-Process-Context-Consequences (p-p-c-c) framework to systematically focus the evaluation and guide the process of making a judgment about programme effectiveness for continuous improvement
A staged process for deciding, designing, implementing and using evaluation. 
These elements are summarised in Figure 1 and discussed further below. 
Figure 1: NERUPI approach and process map
[image: A diagram with text and blue circles

Description automatically generated]
RATIONALE
Understanding impact is important for decision-making on investments, but meaningful and utilisation-focused approaches to evaluation also need to be capable demonstrating  why and how access and participation work generates impact to support and inform the  stakeholders who use and learn from evaluation to improve what is delivered. We believe that meaningful evaluation is:
Embedded into planning and delivery of access and participation and the culture of the organisation (not bolted on)
Promotes ownership of evaluation by practitioners and values practice knowledge as well as educational theory and the views of evaluators
Starts with strong questions that aim to provide insights that will improve the situation for our target groups (rather than to deflect the questions of others)
Prioritises reflection and learning (rather than ‘proving’ and ‘testing’ )
Helps to enhance relationships and generates continuous improvement.
The approach argues for an integrated model – i.e. actors with a stake in policy formulation, programme implementation, and evaluation working together in an integrated way. Therefore evaluation needs to be relevant to Praxis Teams (https://www.nerupi.co.uk/members/toolkit/basics/communities-of-praxis). 
PEOPLE-PROCESS-CONTEXT-CONSEQUENCES FRAMEWORK
Quality and impact in higher education access, participation and success requires assessment of the extent to which strategies are meeting the needs of the operational processes involved, as well as the outcomes. The Context, People, Process, Consequences model aims to provide a comprehensive picture in order to make the best decisions related to interventions and support continual improvement. The approach draws on realist & theory-oriented evaluation thinking which holds that the context and participants are inseparable elements embedded in programmes and fundamental to the results. As the aim of access, participation and success initiatives is to address social inequalities exploring and agreeing which objectives and factors are within scope of a programmes and what is outside the surrounding context can be an illuminating exercise.
The model aims to be formative as well as summative, unlike impact evaluation approaches which focus on the retrospective assessment of whether objectives have been met, and seek to attribute the results to the action, often through an experimental approach. The model can help to systematically guide both evaluators and stakeholders (as part of a praxis team) in posing relevant questions and conducting assessments before, during and at the end of a programme. The model is designed to support ’learning by doing’ in the context of emergent and dynamic projects and programmes and is seeking improvement as well as attribution. 
Table 1: Framework dimensions and aims
	Dimension
	Aims
	Questions

	People


	Assess what’s required, whether the programme is responding to the needs of the target group(s) and make sure the evaluation understands the factors which affect engagement and achievement of the programme goals. 
	Why is the programme important and how can it make a difference? 

	Process


	Assess the relevance of the delivery methods chosen (curriculum, pedagogy, procedural factors) and the extent to which they are attuned to the needs and goals, and how effectively the methods are being implemented. 
	Is the project being carried out appropriately? 


	Context


	Assess the context in which the action is taking place, and how factors in the environment in which the programme is situated (organisational, social, political, economic, and so on) support or inhibit achievement of goals.    
	What factors are impacting the programme? 


	Consequences
	Assess the outcomes and impacts (intended and un-intended), and the merits/importance of these. 
	Is the project succeeding?


The p-p-c-c dimensions of a programme are highly relevant through-out an evaluation, as shown in Table 2. Different methods can be used to take account of these aspects as part of the evaluation design as appropriate to the situation. 
A key aim of the p-p-c-c model is to ensure that the evaluation includes sufficient information to fully describe what happened. This is important for a number of reasons: 
1. Including all dimensions enables a more dynamic approach to analysing evaluation evidence and making judgements about it to improve practice, for example, to find out why results happened in the way they did and to set about matching and adapting interventions to different evolving circumstances.  

2. A complete picture of different programme aspects is important when it comes to thinking about requirements and conditions for how a successful programme could be replicated in the future or in other higher education providers’ contexts. For example one can identify and then reproduce contextual and process features if it has been shown that will optimise the implementation of the intervention as intended. 

3. When it comes to evaluating outcomes, the p-p-c-c model could support analysis of differences in trajectories and outcomes for different groups of people and the effect of different contextual influence (e.g. for example through the use of multi-group models which capture the results for the same/different groups in different contexts, or within the same context across groups and time). 

EVALUATION PHASES AND STEPS
The evaluation process is designed around decision-making and negotiation with stakeholders as part of a praxis team approach. The praxis team brings a range of stakeholders together to plan, develop, deliver and learn from programmes and activities designed to overcome inequalities, combining practitioner-led action research, process, outcome and impact evaluation. The praxis team could be identified through a programme steering group, or existing committee. Access, participation and success practitioners and evaluators will be part of the praxis team and others with a stake in the programme and affected by it (could include target participants). 
A summary of the NERUPI approach to evaluation in terms of the steps involved, and the rationale for each stage, is given in Table 3. Some of the challenges for evaluation which might arise at different times are anticipated in Table 3. The NERUPI Toolkit includes a range of materials to support colleagues to address different evaluation challenges (see www/nerupi.co.uk and links below). 
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Table 2: People-process-context-consequences (p-p-c-c) aspects at different phases of evaluation
	
	Groundwork phase
	Design phase
	Implementation phase
	Use phase
	Examples of methods

	People
https://www.nerupi.co.uk/members/toolkit/context/exploring-inequalities-2
	Identify participants’ needs and circumstances consider the extent to which the programme and the activities engage and target participants.
	Take account of people factors and understand what’s important to the participants 
	Capture evidence that provides participants with a strong voice in evaluating experiences. Capture (or control for) the effect of personal factors and circumstances on engagement, participation and results
	Formatively and summatively assess whether the programme met the target and the needs
	Data analysis, literature reviews, surveys, interviews, feedback

	Process
https://www.nerupi.co.uk/members/toolkit/planning
	Assess project strategies (curriculum, pedagogy) and procedural strategies designed to meet goals and objectives[footnoteRef:1] [1:  These will depend on the programme. For example a programme involving delivery of attainment raising workshops would need to consider the curriculum, plus pedagogic approaches that are engaging, inclusive and offer challenge, and with consideration of other desirables such as reflection activities, understanding of diversity, mutual respect amongst participants. The procedural issues would include procedures for working with schools, target participants, collecting data etc. Factors such as duration and intensity would also be relevant.] 

	Identify what and how effectiveness of delivery of activities should be monitored and assessed
	Monitor project’s process and potential procedural barriers and identify needs for project adjustments
	Formatively and summatively assess whether the programme was delivered appropriately and effectively in a way which maximised the results
	Monitoring, observation, interviews, questionnaire, surveys rating scales, record analysis, case studies, focus groups, self-reflection, reflective logs

	Context
	Assess the setting for the programme and what’s needed to make it work (inputs, resources, linkages, relationships)
	Specify what and how the inputs and contextual factors will be analysed and judged


	Capture organisation, stakeholder and community arrangements. Capture the effect of external context on engagement, participation and results
	Identify programme, stakeholder and community aspects which support or inhibit success.
Identify implications for future interventions
	Data analysis. stakeholder analysis, participant and stakeholder feedback, organisations and systems analysis


	Consequences
	Identify the learning goals, benefits, outcomes and impacts
	Specify how intended outcomes with be analysed and judged



	Measure whether specified results are being met
	Interpret, and judge project outcomes, and interpret their merit, worth/significance and probity
	Post-programme quantitative assessments of outcomes and impact, Behavioural measures (tracking data and follow-up) and self-reported measures (surveys, interviews, logs/diaries, focus groups, creative methods, case studies), stakeholder feedback, formal assessment measures
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  Table 3: NERUPI evaluation phases and steps
	Stage/Step
	Key Tasks
	Potential Challenges
	NERUPI Tools and resources

	1. Groundwork

	Step 1) Approach to praxis and learning from evaluation

Rationale: Organisations that are ready to engage in evaluation as a tool to support praxis need the key people involved in the delivery of equity initiatives, and who will be affected by evaluation, to become interested in thinking about evaluation and how they will use it for learning and development.
	· Identify the praxis team (new stakeholder group or existing group/committee) for involvement, decision-making, and operationalising evaluation. 
· Facilitate open conversations and review existing evaluation (e.g. baseline previous evaluation, ask stakeholders about their attitudes to evaluation, undertake evaluation self-assessment).   
· Build commitment to following through an evaluation and using the findings. 
	· Integrating evaluation users and evaluators into an effective working group. 
· Building trust for honest discussions about capacity for evaluation and how evaluation is viewed. 
· Avoiding asymmetric relations and power differences that can hinder the communications and complicate the evaluation.
· Keeping the focus on the stakeholders who are the primary users of the evaluation.
	The NERUPI praxis team pages 

An overview of the NERUPI approach to evaluation 

Link to the OfS Evaluation Self-Assessment Tool

A methods guide is in development on stakeholder/actor analysis methods and techniques

	Step 2) Resources and capability to undertake evaluation

Rationale: Evaluation is more likely to be useful if users understand about evaluation and build expertise, as well as feeling ownership of the evaluation. 
	· Determine the level of interest and capacity within the praxis team and organisation. 
· Identify existing expertise for evaluation and build people’s skills and capability to engage in evaluation. 
· Facilitate the praxis team to identify their expectations and norms for evaluation. 
· Identify standards within which evaluation will be conducted. 

	· Creating the climate for evaluation doesn’t only mean identifying an evaluator and agreeing an evaluation that practitioners want to be part of, but also helping them to develop evaluation expertise. 
· The praxis team relies on establishing trust, commitment and willingness to work together to evaluate and mitigate any issues affecting the rigour and credibility of the evaluation.
· Getting clarity on perspectives of different people and arriving at consensus can be difficult in multi-disciplinary teams as different people have different views on how the world works. 
· Sustaining interest and skills in evaluation can be difficult if there are competing priorities or changes in the team (may need to involve new evaluation users over time).
· Evaluators who are outside of project delivery need to develop sufficient knowledge of the programme to be credible with key stakeholders and to be able to lead discussions on substantive issues.
	The NERUPI evaluation toolkit series can be used for ongoing professional development, to build on the expertise of evaluators and those supporting evaluations’ (new to evaluation)

NERUPI materials on standards of evidence reviews the types and gives ideas for strengthening different types of evidence

A resource list to key sources on evaluation and professional practice guidelines for evaluation is in development

	Step 3) Identify and assess the programme theory of change (TOC)

Rationale: The programme TOC provides a framework for evaluation by setting out the intervention model which describes how the intended benefits, outcomes and impacts will be produced.
This step also informs the p-p-c-c framework. 
	· Create a meaningful presentation of the TOC in which the connections are clear, logical, sequential, plausible and testable. 
· Specify the processes and mechanisms underlying the TOC (i.e. what’s needed to make change happen).
· Review the evaluability of the TOC and draw out the implications for the p-p-c-c framework (might also involve deciding which parts are the priority for evaluation). 
· Generate shared understanding within the praxis team around the implications of the TOC for evaluation.
· In complex programmes it’s helpful to have a series of activity level TOCs feeding into the overall outcomes and impacts.
	· Expressing the TOC in enough detail to make the programme theory clear can be challenging, especially where the activities are new as it can be hard to know what will happen in advance. The evaluator may need to support evaluation users in understanding the purpose of the theory of change for evaluation and to consult with the programme team to tease out how the programme is expected to work.
· There are different options for conceptualising the programme, and for capturing the different elements of the change process – e.g. a linear logic model; a map of systems and relationships; a series of inter-related models etc. The key issue is finding the presentation that is most helpful in supporting the primary intended users to understand and engage in the TOC.  
	The NERUPI website theory of change materials include in-depth guidance, templates and a presentation

A resource describes the use of theory of change in praxis teams

A checklist for reviewing the evaluability of the theory of change and implications for the p-p-c-c framework 

Resources are in development on linking theory of change to evaluation

	Step 4) Ensure fundamental requirements are being met

Rationale: Systematic and ongoing approaches to monitoring, feedback and tracking need to be embedded from the start in order to support evaluation by gathering observations and data to assess what happened, with whom, and with what result. Routine data collection and monitoring are key activities underlying evaluation. Getting the monitoring right is particularly important in long-term programmes which are likely to need adaptation as new insights emerge over time. 

	· Design a monitoring framework that can inform the praxis team about what is delivered with whom and with what result to support adaptive processes.
· Incorporate process aspects and participant feedback into the monitoring framework in order to assess the effectiveness of the delivery methods.
· Incorporate what’s needed for longitudinal tracking and follow-up of participants (e.g. identifiers needed and consent for tracking) and build these into the routine data collection processes).
· Perhaps link the monitoring framework to use of meta-data (e.g. progression trends).
	· There can be challenges in moving beyond the traditional approach to monitoring (linked to recording activity and expenditure) to achieve monitoring which supports theory-testing and evaluation. Systems and processes for data collection and storage are needed (including data that incorporates the process characteristics of what’s delivered).
· The main challenge is linking monitoring to decision-making, since this requires feedback loops. A useful approach is to monitor the most critical assumptions against key ‘signposts’ (evidence that the activities are as planned) and ‘triggers’ (threshold values which when crossed, signify that need for an adaptive response).
· The monitoring systems may need to work in different contexts, as part of multi-stakeholder programmes where there are multiple dimensions involved. 
	NERUPI guide to monitoring gives suggestions for different types of monitoring and feedback data

NERUPI methods guide to stakeholder feedback discusses collection of feedback. 

The NERUPI methods guide to tracking discusses different ways of obtaining longitudinal data (with links to including comparator groups in HEAT tracking reports.

Guidance on process evaluation includes suggestions for using feedback evidence. 

	Outputs at this stage could include: 
	Stakeholder analysis, praxis team TOR, first draft evaluation self-assessment tool, evaluation development action plan, monitoring arrangements, TOC evaluability assessment

	2. Evaluation Design

	Step 5) Identify evaluation purpose(s) and uses 

Rationale: In order for evaluation to support iterative cycles of reflection and action, there needs to be clarity of purpose: for example, is the main present purpose to contribute to programme improvement, to assess whether the ToC holds up in practice, for accountability uses or making major decisions based on impact? The purpose will change over the lifetime of the programme. 
	· Work with evaluation stakeholders to establish the present purpose for evaluation, making sure the evaluation takes account of the primary evaluation users as well as the accountability context for the programme.
· If the evaluation has several purposes, clarify how these work together (e.g. primary and secondary uses) so it’s clear where the effort needs to go and what different evaluation users can expect.
· Agree the approach to capturing impact and the issue of ‘proving’ the results were down to the programme. 
· Consider whether evaluation will generate evidence-based practice findings that might be transferable beyond the programme and contribute to knowledge development in the HE sector.
	· Establishing clear priorities can be difficult if there are competing views about what’s most important or concerns about the potential positive and negative effects of prioritising different aspects in evaluation (i.e. formative evidence for development, participatory evidence for empowerment and summative evidence for measuring). 
· It is usually better to conceptualise a staged programme of evaluation which contributes to different objectives over time rather than to try to do everything at once.
	Guidance on process evaluation 

Discussion of the differences between activity and programme level evaluation 

Exercises to help with thinking about the purpose(s) of evaluation

	Step 6) Identify and prioritise focused evaluation questions 

Rationale: The praxis team needs to determine evaluation questions to focus the evaluation on the insights needed to understand the programme. Different evaluation questions could be asked at different times (building cumulatively on what is already known). 
	· Identify focused questions which the evaluation will address (in the initial stages questions are likely to address implementation and process issues; in mature programmes, attention might turn to testing conditions under which outcomes are optimised). 
· Agree the timelines for evaluating results. 
	· Judgements may need to be made about the feasibility and utility of evaluations to answer different questions at different times (for example, can the question be answered sufficiently well and in a timely way to inform actions?; is it worth the cost?; have the evaluation users identified the question as important? etc). 
· Agreeing how to phrase evaluation questions needs discussion and revision to ensure that they  can be answered, and the answer is not pre-determined by the question. 
· Prioritisation may be needed (no evaluation can look at everything). 
	Guidance on developing evaluation questions (based on the PARSEC framework)[footnoteRef:2] [2:  PARSEC is an acronym to put the focus on asking questions that are Pertinent;  Answerable; Specific; Reasonable; Evaluative; and Complete] 


Linking theory of change to evaluation

	Step 7) Define the evaluation design (i.e. the approach to how evidence will be analysed) based on the evaluation questions

Rationale: The evaluation design is crucially important, not only to answering the evaluation questions but also to take account of considerations, such as resources, timeliness, data availability, expertise. 



	· Agree the evaluation design making sure the implications of the design for the claims that you can make from evaluation is understood. 
· Specify what’s needed to implement the design in terms of data (e.g. types of data, sample sizes required for different research designs) and expertise.
· Ensure that the resources and expertise required by the design are available and mobilised. 
	· Data availability and expertise will vary so it can be challenging to work through the different options.
· Evaluation stakeholders might need to be educated about the options (and the methods debates that affect choices).[footnoteRef:3]  [3:  Different designs have different appeals: descriptive studies (good for describing what happened and why); studies of association (good for showing how inputs relate to outcomes); or experimental designs (good for attributing impact). One of the key current debates is that around experimental versus non-experimental designs and internal versus external validity of the results. Ultimately the design should meet the needs of the evaluation users (e.g. are they looking to make generalisations or seeking context- specific conclusions?).] 

· In some cases a good result might be to prevent a worsening situation rather than generating progress so the design might need to take this into account.
	NERUPI guidance on theory-driven evaluation approaches included methods guides on: Comparative case study analysis; Realist evaluation; Process tracing; Qualitative comparative analysis; Contribution analysis. 
NERUPI guidance on process evaluation
NERUPI guidance on impact evaluation discusses different types of research designs for attributing impact. Methods guides are also available on the following: mixed methods; experimental and quasi-experimental methods.

	Step 8) Select indicators and measures for people-processes-context-consequences

Rationale: It's important to be specific about the variables that need to be included in the evaluation design and how these will be used to assess progress and make evaluative judgements (something that is easier with a narrowly focused theory). 
	· Identify indicators and measures to represent the achievement of successful benefits, outcomes and impacts (i.e. results). 
· Identify indicators that capture how well the programme is being implemented and the processes involved in delivering good results.
· Examine the relationship between the regular monitoring activities and the evaluation.
· Identify the factors that it will be important to understand to assess the situation and context of the programme and the implications for the evaluation (it can be helpful to distinguish between enabling and constraining factors). And those in and out of scope of the programmes influence. 
· Identify the measures that capture who the programme is working with and in what context(s).
· Identify any assumptions that need to be tested about what would take place in order for the programme to work.[footnoteRef:4] [4:  The link between the outputs (project deliverables) and the purpose of the intervention (the beneficial change from the project) is critical, and this link must be specific, realistic and plausible. It’s helpful to revisit the ToC before finalising it to make sure that the purpose and the outputs of the programme will meet the needs of the situation/target groups, that the overall logical pathway is specified, and the goals are clear and measurable).] 

	· The focus is usually how to measure the ToC, but general theories of human development can also be applied and there are a wide range of developmental outcomes, assumptions and mechanisms of interest. 
· A wide range of processes and assumptions could be involved - the specific measures need to be contextualised to the intervention in question.
· The indicators need to be measurable and appropriate to the purpose of the evaluation.  
· Identifying the critical contextual factors that can affect the programme can be challenging because it isn’t always possible to know in advance what importance individual and local processes and pressures will have. 
· There is the challenge of understanding and taking into account system issues and interrelationships over time as they emerge (especially challenging in a changing world).
· A baseline might be needed to be able to compare the situations before/after, and with/without the intervention, or if this doesn’t exist, monitoring may need to be put in place first to enable a baseline to be constructed. 
· Designs using a control/comparison group need to consider ‘contamination’ factors (external variables affecting their outcomes). The further away in time the harder it can be to isolate the intervention effects from ‘contaminating’ factors.  
	Guidance is available on characteristics of strong indicators and measures

Question Bank resources including overview of the indicators in the NERUPI framework, a bank of questions which can be used as part of evaluation research with participants in order to draw out achievement of learning aims in the NERUPI framework, and a tool to link NERUPI objectives to the MOAT

A question bank is in development for use as part of process evaluation projects


	Outputs at this stage: 
	Evaluation purpose statement, Evaluation Questions, Evaluation design and framework of indicators and measures,

	3. Evaluation Implementation

	Step 9) Specify the methods 

Rationale: There are numerous methods that can be used to collect evidence, with implications for the type of data generated and the extent to which the methods are designed to be objectives focused or participatory, empowering and inclusive.
	· Select the method(s) capable of answering the evaluation questions (making sure evaluation users are involved so that the evaluation is credible and the results taken seriously).
· Consider how evaluation methods might be embedded into the programme or conducted in ways that increase skills, knowledge, confidence, self-determination, and a sense of ownership among those involved in the evaluation (delivery team and participants). 
· Ensure the methods are realistic, appropriate to the uses and cost-effective 
· Check that the results from the method(s) can be used in the intended way to meet the needs of the evaluation
· Risk-assess methods for threats and put mitigations in place mitigations.[footnoteRef:5]  [5:  Potential risks to the success of the evaluation include, for example, issues of data quality, difficulties in implementing certain procedures, engagement issues, staff/expertise bottlenecks,  xxx] 

· Assess the match within the praxis group between the existing skills and the challenges of doing the evaluation. This involves not only evaluators needing to be reflexive about their own strengths and weaknesses, and but also identifying skills and capacity for evaluation of the evaluation users and stakeholders. 
	· The type of evidence needs to fit with how the findings will be used. The NERUPI approach recommends the use of mixed methods and a proportionate approach, where possible triangulating different types of evidence to answer the evaluation questions. 
· You may have to navigate potential trade-offs between desirable methods and what is possible in your circumstances. 
· Evaluation is a contested area, so there is a need to understand how the methods will be judged – e.g.  the quality criteria for different methods and what will be credible with your evaluation users. 
	NERUPI guide to methods gives an overview of different approaches and links to a series of detailed methods guides

Guidance on developing questionnaire surveys (includes cognitive testing advice)





	Step 10) Address the ethical and legal issues 

Rationale: Ethics and safety are paramount, and this means respecting the rights of participants and minimising the risk of harm. Policies on research ethics have been agreed for higher education, and most providers convene an institutional Research Ethics Committee to make sure that research and evaluation studies are designed ethnically. Data collection, analysis and storage are also subject to a legal framework, implemented by the Information Commissioners’ Office (ICO). 

	· Ensure the methods are ethical, legal and appropriate to the situation, and enable evaluators to act ethically throughout the process of conducting the methods. 
· Make sure the benefits outweigh the risks, and minimise the risks through mitigations to minimise the risk of harm. 
· Protect the rights of individuals who are the subjects of evaluation by making sure they are fully informed of what’s involved, how their information will be used, and have agreed to take part. 
· Make sure data collection, analysis and storage conforms to laws concerning data protection and harm to others and consumer legislation. 

	· It can sometimes be hard to know which evaluation activities require formal ethnical approval through a Research Ethics Committee and which don’t, especially since programme evaluation studies can be closer in nature to audit and feedback activities than to research studies.[footnoteRef:6]  [6:  Evaluation methods that involved adults, and fully inform the participants what the study is about and any risks, obtain and record consent to participate, and deal with participants’ information anonymously tend to be low risk in terms of ethics. Studies involving children and young people, seek to track or record a large amount of data from a large number of people, are potentially higher risk. However, all evaluation needs to be designed with ethical considerations in mind, regardless of whether or not it is scrutinised by a committee.] 

· The process of obtaining ethical approval for the evaluation through a university Research Ethics Committee takes time, so this needs to be built into the timelines for the evaluation.
	The NERUPI methods guides include commentary on the key ethical considerations for different types of research methods.
Comprehensive guidance on navigating ethical considerations in access and participation work has been develop by TASO-HE in partnership with University of Central Lancashire. This includes practical tools and resources (such as templates for obtaining consent). 
HE providers have codes of research ethics setting out the principles and guidelines on the process for scrutiny by the Research Ethics Committee. 


	Step 11) Agree the plan and launch the evaluation

Rationale: Although not strictly necessary, having an event or formal communication to launch the evaluation can be a useful opportunity to get buy-in and enhance stakeholders’ understanding of the evaluation. The process can ensure transparency – e.g. materials for informed consent - which are needed to communicate the details of what’s involved to the evaluation participants.
	· Agree the evaluation plan and lines of accountability. 
· Communicate the vision for the evaluation, what’s involved and how the information will be used.
· Make clear the requirements for participation in the evaluation (and different roles if relevant). 
· Decide on the best activity (e.g. launch event, workshop, briefing, web page etc) should aim to maximise the commitment to the evaluation and communicate what’s involved.  
	· Managing expectations is a potential issue; there needs to be a positive vision for the evaluation but also realism about the barriers to engagement in the evaluation and the limitations in terms of design and methods. 
· Hopefully any conflicts around design and methods for evaluation will have been resolved before the launch but evaluators need to be prepared to debate the choices made and be able to defend the methods and convince others of the utility of the approach chosen.  
	Guidance on evaluation work planning (with links to the HEAT Evaluation planning tool) 


	Step 12) Manage the collection and collation of evaluation evidence (with attention to use)

Rationale: evaluation evidence may be drawn from various sources so management systems and processes are needed to ensure rigour, plus the emerging evidence needs to be looked at to make sure it's fit for purpose (for example, running a pilot first and making adaptations if necessary).
	· Make sure data collection is managed to ensure quality and data that is credible and reliable. Processes and standards for evaluation are needed if data collection happens in different places (e.g. in schools participating in outreach) so the ‘rules’ need to be clear – e.g. around consistency, how to go about recording of information, and arrangements for secure data sharing etc.
· Address any capacity problems, supporting the data collection (e.g. training practitioners in data collection processes).
· Simulate the analysis and data presentation (real or dummy data) to make sure the data meets the needs of the evaluation. It can also be helpful to prepare stakeholders for what to expect, and how the results can be used. 
· Make changes to data collection if needed (whilst keeping the evaluation users informed). 
· Ensure everyone’s contribution is valued.  

	· Communicating what’s required in terms of data collection process can be challenging, especially where there are multiple delivery involved and there is limited capacity. Those who support collection of evidence need enough information on the requirements without being over-whelmed with masses of technical detail. 
· There is the issue of making sure processes are maximising the data collection without inappropriately affecting responses or the validity of the results. 
· It’s good to anticipate the analysis and results, and to alert the evaluation users to emerging data (although it’s also important to differentiate between initial/early findings and the final results – so distribution of interim reports needs to be limited). 
	Guidance on developing questionnaire surveys (includes cognitive testing advice)

Need to consider what tools evaluators are using to manage evaluations in practice? 


	Step 13) Analyse and interpret the data to answer the question(s)

Rationale: There needs to be a focus on processes and resources for undertaking the analysis since this tends to be time-consuming and reliant of specific kinds of expertise. It can often be the ‘weak link’ in evaluation. How the data will be analysed and the resources required should have been agreed in the early stages as part of the process of agreeing the evaluation design and methods. 


	· Organise the data into useable format and assess it (for example, collating survey results into a format that can be analysed or transcribing comments from interviews/focus groups). 
· Use the Theory of Change as a conceptual framework for the analysis (i.e. referring to the system of assumptions, expectations and theories that structured the evaluation). 
· Analyse the data to answer the research questions (the analysis will depend on what type(s) of data has been collected: quantitative analysis usually involves looking at trends and making comparisons, search for correlation/associations in the data; qualitative analysis usually involves drawing out themes and looking for patterns). 
	· There might be a lot of data, so the scale of the analysis task can be a challenge, especially where there much qualitative data.  
· In complex studies it can be a challenge to keep the presentation simple and understandable, whilst making sure the analysis presents the ‘whole picture’. It can be helpful to focus first on what the data reveal before moving into interpretations and judgments. 

	The NERUPI resources include guidance on analysing qualitative data and undertaking quantitative analysis
A method guide is available on statistical tests and pre/post analysis and benchmarking
Resources on triangulation of data as part of mixed methods research


	Outputs at this stage include: 
	Agreed evaluation plan, with clear roles agreed, responsibilities and timing, Ethnical approval, research protocols and tools – e.g. informed consent process and data sharing protocols,  Data collection tools (questionnaires, check lists etc), results of initial analysis

	4. Using Evaluation

	Step 14) Interpret the evaluation evidence

Rationale: Once the data has been analysed, interpretation is needed to make sense of the patterns and to make judgements about what the evidence is saying, and any recommendations as a result. The process of interpretation and making conclusions cannot be the responsibility of one person (i.e. the evaluator). The interpretation of the data needs to facilitate it’s use by the evaluation users, and in a way which addresses the key questions for the evaluation
	· Once the data has been analysed it needs to be considered by the praxis team to make sense of the patterns and to make judgements about what the evidence is saying. Actively involving users in interpreting findings as part of the praxis team approach is designed to help to identify what is most significant and to support identification of the explanations for the findings before drawing definitive conclusions. 
· It can be a good idea to examine the findings and implications from different perspectives.

	· It can take time to undertake analysis and to then reflect and learn from it. Sometimes the reasons for different findings will be unclear. Combining process evaluation with outcome evaluation can help in the interpretation of the results since the process findings are the context for the results. 
· It is likely that the patterns in the data will vary and there could be varying degrees of certainty in the findings (if this is the case the reporting needs to be open and explicit about strengths and uncertainties or limitations in the analysis). 
· The analysis might require making evaluative judgments – in which case there is a need to be clear about the values that underpin the judgments made (and to make these explicit to evaluation users).
	A method guide is available on statistical tests and pre/post analysis and benchmarking

Plus, resources on triangulation of data as part of mixed methods research

	Step 15) Agree an evaluation output(s)

Rationale: The evaluation output(s) needs to be agreed with the evaluation users in order to make sure they will be used. The praxis team is likely to be the main audience in the first instance, but there may be other people that the evaluation results need to be communicated to maximise the use and influence of the evaluation. 

	· Communicate the evidence considerately, to provide balance and make sure that comparisons are made carefully and appropriately. 
· Make sure readers understand the detail on the methods used, definitions and any technical issues are included.  
· Make sure the evaluation outputs maintain the anonymity and confidentiality of the research participants and conform to reporting standards. 
· If recommendations are made, make sure these are directed at those who can actually action them, that they are supported by the findings and that the costs, benefits, and challenges of implementing recommendations are discussed appropriately. 
	· Decisions on the most appropriate output(s) can be tricky, especially where there is more than one audience, and it may be necessary to adapt the initial report for different audiences and uses. 
· Using the evaluation output to make recommendations can be problematic: the report should make clear the difference between findings and interpretations/ judgements about the evidence. Any conclusions drawn should be supported by the evidence.

	Suggestions are available for an evaluation report format. 

Guidance on preparing academic articles is in development. 

	Step 16) Evaluation follow up with users 

Rationale: Usually having an evaluation report or other output is not sufficient for the evaluation results to be used. Facilitation and follow-up (possibly internally and externally) is a good idea to support the use of the findings and any recommendations for action.

	· Facilitate the process of using evaluation to make strategic decisions and choices. 
· Ask questions about ‘what now/next’? seeing evaluation as an ongoing process of learning, rather than an end in itself (especially since findings often lead to new questions to be addressed). 
· Consider how learning from the evaluation will be used to further develop the programme (or more widely as part of organisational development).
· Take advantage of opportunities to reinforce the messages from the evaluation and the take up of the learning and recommendations (this could include adapting the findings to the needs of different audiences/groups if required).
	· It may be necessary to report negative or unexpected findings, so the evaluators need to be prepared to help users to understand and deal with negative findings and identify the implications of these for their work.
· Facilitating use of the evaluation findings and recommendations becomes challenging when the results are met with resistance. Efforts may be needed to facilitate a climate of openness and willingness to reflect and learn from so-called ‘negative’ results: every evaluation is an opportunity for learning and improving. 
· There is also a need to ward-off users from mis-using evaluation – for example, by ‘cherry-picking’ the results for their own ends rather than engaging with the (potential) nuance and complexity of the findings.  
	

	Step 17) Disseminate key findings and recommendations to a wider audience (if appropriate)

Rationale: The main audience is the praxis team, so the first task is to disseminate internally and facilitate the understanding and use of the evaluation for decision-making on the programme being evaluated. It may be that the case that evaluation merits wider dissemination within the organisation, or across the widening participation community more generally. 
	· Decide if the evaluation findings merit wider dissemination, and to whom. 
· Determine what kinds of reporting (styles (formal/informal), formats (written/oral etc.)) are going to be most effective for communicating the particular type of results and in light of the needs of the audience(s) identified. 
· Decide on the pathways to disseminate the information (online, in-person, etc) in an appropriate format and the best time to maximise the use of the knowledge from the evaluation (e.g. to inform decision-making). 

	There are costs involved, and different formats have different pros and cons. 

	The dissemination planning template provides a format and suggestions for preparing an evaluation dissemination plan

A method guide is in development covering articles for academic publication

	Step 18) Evaluate the evaluation

Rationale: Every evaluation is an opportunity to learn lessons and improve and the HE sector places particular emphasis on the use of evaluation for decision-making and informing the sector about what works in access and participation. Whilst the evaluators themselves will be in a good position to evaluate the evaluation, the main issue is how useful it is to the primary intended users so they need to be involved in evaluating the evaluation. It can also be a good idea to get a range of perspectives including external perspectives so that it’s not just the evaluator reflecting on their own work.
	Review and reflect on the evaluation and uses, firstly with the evaluation stakeholders and users (and potentially more widely through external critique). This means being clear on what went well, or not, the strengths and weaknesses of the evaluation and how useful it was to development and decision-making. 
Use the learning on the evaluation to make recommendations for future evaluation practice and share this with others. This could involve taking the opportunity to design the next stage of evaluation for the same programme or making recommendations about other potential evaluation activities.
	This stage involves evaluators being prepared to have the effectiveness of the evaluation judged by how useful it is to the primary intended users. Colleagues can be more open to critique if the criteria for assessing the evaluation were clear from the start.  
The main challenge is likely to be finding the time to evaluate the evaluation, to engage with the stakeholders as part of this process and to disseminate the lessons. This can often be seen as low priority after the effort of completing the evaluation itself, but is important to maximise the learning, and it can also support professional development (which is one of the aims of the peer evaluation process).
	The NERUPI Peer Evaluation course is an example of evaluators critically reflecting on each others’ evaluations and supporting each other across institutions.  

The NERUPI working groups and events bring evaluators together to discuss planned and completed evaluation projects.

	Outputs at this stage: 
	Internal and external evaluation reports and other output(s) appropriate to the audience, executive summary, technical outputs, data and results, policy implications document, academic outputs (e.g. academic article) and follow-up materials e.g. recommendations for future evaluations, refection/peer-evaluation output, plus dissemination action plan outlining next steps to maximise the impact of the evaluation results
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