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1 INTRODUCTION Q
This report sets out findings of the Policy Support Fund (PSF) 2024-25 funded project: Feasibility of ¢
enhancements to the Office for Students (OfS) Standards of Evaluation Evidence for Access and Particip@ti

Plans. The OfS standards of evidence' were developed to support evaluation capability building in hi’—%
education and to support decision-makers in making consistent judgements when assessing evidenc

the effectiveness of a particular policy, practice or programme.

Effective evaluation is important to identify which interventions are making a difference, ar? % ich are
not having the desired effect, in order to ensure that access and participation monies reﬁ& the most
effective ways that benefit outcomes. Understanding the impact that access and particiRati®g interventions are
having matters if we are to identify effective practices and contribute to knowlnge% t works to deliver
improved widening participation outcomes and impacts for students in highe d\ n

The aims of the research were to:

e  Support universities’ capacity to produce effective evaluation evidenge for ing participation
interventions and fulfil their Access and Participation Plan (APP) co%ents.

¢ Develop recommendations and tools enabling the transfer p ctices across the higher education
sector.

¢ Inform national OfS guidance on evaluation methods si§gborting fransfer of best practice from impactful
programmes.

This report should be read in conjunction with Report @ actices for Evaluation Strengthening: Learning

11 Background

The evidence base for access and
nationally, which has raised conc
of impact.? One review concl
outcome/theory led - and ¢

tion interventions has been criticised for being underdeveloped
outfthe extent to which what is being delivered is based on evidence
idening participation tends to be activity-led - rather than

data generation rather than critical thinking (Austen et al. 2021).3

Standards of evidence ar@ noffnew as a tool for improving practice and effectiveness by learning from publicly
funded initiatives. Numero ameworks have been developed to help structure how evidence is collected,
interpreted and as§ 4 The standards of evidence in higher education were first published in 2017 as a
result of a join
strategy to rai§e a
educatio

irations and attainment of young people from groups under-represented in higher
d et al., 2017).% In 2019, the OfS adopted and extended the standards as part of their

gene ss'and participation plan guidance®. The standards promote transparency and accountability by
pr i ared reference framework. They support evidence-based decisions about which interventions
ar e in generating desired outcomes and impacts, and therefore the best use of access and

ipation resources. They are based on three types which generate different kinds of evidence of impact:

Type 1) narrative evaluation - knowing what will generate impact and why (including existing evidence of
effectiveness);

! https://www.officeforstudents.org.uk/publications/standards-of-evidence-and-evaluating-impact-of-outreach/

2 Blake, J. (2022, 8 February) Next steps in access and participation. Speech given by John Blake, the Office for Students’ Director for
Fair Access and Participation. https://www.officeforstudents.org.uk/news-blog-and-events/press-and-media/next-steps-in-access-and-
participation/

3 Austen, L., Hodgson, R., Heaton, C., Pickering, N., Dickinson, J., Mitchell, R. and O’Connor, S. (2021) Access, retention, attainment and
progression: an integrative review of demonstrable impact on student outcomes. York: Advance HE. https://www.advance-
he.ac.uk/knowledge-hub/access-retention-attainment-and-progression-review-literature-2016-2021

4 Some examples include the GLA’s Project Oracle (for youth provision); NESTA's standards (for innovation funding); and Reclaiming
Futures (for justice system reform).

5

https://pure.northampton.ac.uk/ws/portalfiles/portal/6246443/Crawford_Claire_UoN_2017_The_Evaluation_of_the_Impact_of_Outreach.p

df
6 https://www.officeforstudents.org.uk/publications/standards-of-evidence-and-evaluating-impact-of-outreach/
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Type 2) empirical enquiry - evaluation to measure the difference made by activities and practices
compared to what might otherwise have been expected to happen;

Type 3) causal claims — to identify whether the outcome and impact was a direct result of the activities.

Experience shows that using evidence to improve practice and decision-making is much more likely to happen
when the environment for change is right. The OfS evaluation self-assessment tool” allows providers to

assess the conditions in place internally for impact evaluation and to identify steps for improvement in & tiO
to four dimensions of their evaluation work: the strategic context; programme design aspects; evaluat \
design aspects; and the framework for implementing and learning from evaluation. 0

1.2 Why was this project undertaken? .
The period since the original standards of evidence were first developed has been a time ofigi
in the English higher education landscape. The establishment of the OfS, has brought tog€thelyegulatory and
funding levers. Access and Participation Plans (APPs) operate alongside the genera& ns of
registration’ (minimum expected performance measures) which funded provide‘s r% rm to (OfS,
2022)8, and the monitoring of equality, access and participation, and quality ags nctions. Teaching
excellence is a central theme in the accountability discourse, and an import of quality assurance.
The overlaps between APP and other internal QA and external (regulatory) isms have become more
obvious. Coupled with this is increasing concern for student involvemepf*and mportance of demonstrating
a ‘whole provider approach’ (WPA). The OfS continues to emphasisg aI (as well as internal) knowledge
development with requirements to publish evaluation outputs. e ducation Evaluation Library
(HEEL) is being developed as a repository for sharing evidenc

In this context, the research sought to identify the effect ofgtandard® of evidence on current approaches to

evaluation, consider how evidence standards for impac 3 ion can be extended and enhanced to take
account of contextual factors, and to identify evaluatiorga paches that have most influence in different
institutional contexts, in order to produce recomm jOfs? and materials to support learning from evaluation

of widening participation interventions.

1.3 How was the research undertaken? ,

This was a collaborative project involvin@yin-depth research and a collective consultation process with seven
case institutions which were chose sent the diversity of provision across the English higher education
sector. A reference group suppo rep@rting and was involved in agreeing the outputs. Information on

the research partners and meo iven in Annex 3.

1.4 This report
Section 1 recaps the bac d, aims and objectives of the project and the approach taken to undertaking
the research.

Section 2 dra %ngs from the research in relation to how providers have engaged with standards of
evidence, thegsués emerging for evaluation capability development.

Section $disClgses how the standards are conceptualised in the field and the types/levels discourse
und ing,the application of evidence standards.

% xplores developments in the context for access and participation, the provider level considerations,
sulting implications for the application of the standards for evidence-based practice.

tion 5 provides some conclusions and sets out recommendations emerging from the project for the OfS.
Annex 1 describes the research method.
Annex 2 suggests potential enhancements to the standards framework.

Annex 3 suggests an approach to integrating impact evidence with other types of evaluation.

7 https://www.officeforstudents.org.uk/for-providers/equality-of-opportunity/evaluation/standards-of-evidence-and-evaluation-self-
assessment-tool/

8 ofs (2022d) Conditions of registration. https://www.officeforstudents.org.uk/advice-and-guidance/regulation/registration-with-the-ofs-a-
guide/conditions-of-registration/



2 IMPLICATIONS OF THE STANDARDS OF EVIDENCE

This section discusses ways in which the standards have influenced access and participation evaluation work.
The findings are for providers included in the research, however, there was significant commonality in themes
emerging, and given the diverse sample, this suggests these insights are likely to resonate across the English
higher education sector as a whole.

Key Findings Q
The research highlighted that the standards of evidence are supporting communication regarding the

evaluations taking place within higher education providers to review access and participation work, an
that they have played a role in evaluation capability building. The standards have underpinned
developments in terms of the overall evaluation strategy; in relation to decisions about how to eval
specific interventions are made and the types of evaluation that are put in place; and in terms of
developing understanding of what counts as useful evidence for decision-making amongstgr,

and evaluators. ¢

The standards of evidence and the associated self-assessment tool have pushed p s t@implement
increasingly robust approaches to assessing what difference their interventions are%do outcomes

and getting greater surety that what they are delivering is making a difference’T
decision making processes at project, programme and institutional levels. Te;\ 0
{

s support the
planning and
ionale for

have contributed to good practice approaches particularly in relation to build
interventions and obtaining clarity of outcomes and impacts using theory o

The standards provide a ‘common language’ and a ‘touchstone’ for t ector on evaluation. However,

there is also the danger that evidence types tend to be conceptualj ther broadly, which may limit
the extent to which the standards can be practically useful fodth s& of further impact evidence
strengthening across the sector. There is a danger of the sta oming diluted and a 'shorthand’
for a methodological distinction between experimental, ntitati%g and qualitative methods and are

applied not just to impact evaluation but evaluation in ge l.

21 Feedback from the key informants on theQ ns of the standards of evidence
tions

2.1.1 A ‘common language’ when referring to eva

The standards of evidence were described as(common language’ and a ‘touchstone’ for the HE sector.
Overall, there was a strong sense that clfeagues recognise the importance of standards and are making

efforts to strive for increasingly stro ence of the difference that investment in access and participation
is making.
The sector as a whole s moved from student quotes - about the lovely time etc — to prove
more and more th oing things for good impact. It forces us to the rationale, and to focus on
impact as well as qutcofpes.
| think there at broader understanding of different types of evaluation and how in building our

evaluation 'y and journey’ to evidence causality we move from everything being narrative. | think
er understanding there.

The sta brought to the forefront of thinking the use of evidence to assess the difference being
made dert and other outcomes and how to use the evidence to make decisions on APP interventions
usin ion evidence.

elps the [Widening Participation] Committee know we’re producing things to the way we should be
producing them. That we will take next steps and at the same time look at the ‘so what’ of all of this:
what it means for us. And will make sure we’re using evaluation and not just doing it for the sake of it.

It has helped us feel secure and be more sophisticated with what [evaluation] we do.

The standards have been used to underpin discussion about how different approaches to evaluation are
possible, with an emphasis on making sure that consideration is being given to capturing the outcomes
generated by an intervention and the difference the intervention has made. However, beyond this general
concern, it is clear that in-common ideas of what the evaluation types denote is conceptualised in a rather
general way. Different audiences engage with the language of the standards to a greater and lesser extent.



You don't necessarily refer back to it as a document to be honest, but we sort of think broadly in terms
of an evaluation type, and because TASO align perhaps broadly with that evaluation types, we've
drawn on them. We use the knowledge from them rather than as a document that we refer back to now
in practise.

I'm not sure if you said to someone explain to me a Type 2 or give me an example of a Type 2
evaluation, whether they'd be able to articulate it, but | think that there is that broader understanding of
different types of evaluation

That language is not as common in our institution internally because that’s probably to do with ®
evaluation resource and capacity and it might only be the people who are very involved in acceSga
participation evaluation who really understand. If you said, oh, it's a Type 2 or a Type 3, it's on
something that’s broadly understood, even within our data, research and evaluation workingygro

Practitioners and policy makers in general are interested in finding out why as well as wha IS '%9
difference, so the interest goes beyond proving causality per se. In practice the standards, cgCe
encompass a range of different evaluation purposes, not impact evaluation, because ti of Type 1/2

evidence — particularly insights about practice - support the wider narrative about w int@svention might be
considered to be successful (e.g. drawing on different types of implementationgn evaluation).

I think there needs to be some sort of recognition that [the standards] a8 x at things from an
impact evaluation perspective and not necessarily all the other things @ aluation is going to do for
you and how you're going to use it [evidence].

2.2.3 A driver for impact evaluation capability development inte

The research identified that standards of evidence had been i thin all types of higher education
providers in framing conversations about evaluation, with the cleagonclusion that the standards have helped
to push providers towards more rigorous and considered %&on of outcomes and impact (and certainly
away from relying solely on process-related indicators res). The standards are not the only aspect
of the OfS’s evaluation capability building endeavo @ are a prominent feature and key tenet in what
providers are being asked to do. Comments at intgfvi ested to active engagement with the standards as

a tool for making improvements and the concern tofgach the best possible solution for APP evaluation to
inform institutional decision-making.

It’s the ‘so what?’ that’s import
involves change — culture ¢
causal evidence. We wo
but the [standards] framéy

t: we've assessed ourselves but now what? At a scrutiny level that
— and having that touchstone makes front and centre that need for
one what we did and eventually would have had that reflection —
forées us to get there quicker.

The standards appear to h @: inStrumental in encouraging more consistency in the approach to
collecting evidence withiflprowd®rs, and in the systems to inform the institutional understanding of the access
and participation work gol .

We wen@who knows?’ to proper tracking, and competent people to ensure everyone’s doing

thin me way.
In driving e overall evaluation effort in provider organisations, the research suggests the standards
put the f8@us n developing expertise and capacity. There is a trend towards professionalisation of
eval es and an emergence of dedicated institutional evaluation posts (evidenced for example by the

d expertise were a pre-requisite to meeting heightened expectations for evaluation of access and

in ob adverts for evaluation posts). There was a sense from fieldwork that dedicated posts and
4%2
artiipation activities.

Professionalisation is absolutely necessary — it’s not fair to lump that on a grade 4 widening
participation manager [re expertise in quantitative data collection].

It’s only really the last few years that we’ve got someone who really understands evaluation and how
to do it properly.

A common theme across all cases was that widening participation evaluation is playing a major role in driving
forward the overall evaluation effort in the case providers and is supporting the development of a wider

N\



institutional culture of evaluation. APPs have become an institutional catalyst for evaluative change, including

for 'on course' interventions. This shift has facilitated wider planning/thinking around alignment with

institutional priorities. APP evaluation seems increasingly important for broader institutional mechanisms for

reporting and decision-making (i.e. in addition to being crucial for decision-making for APP specific activities).

Key informants spoke about overlaps between APP evaluation and a range of other regulatory mechanisms

(TEF and B3 conditions), and linkages to quality assurance processes. Examples included — work in student

services; mental health and well-being initiatives; strategy creation/co-creation activities with students;

curriculum development initiatives (amongst other things). Overall there was a sense that the APP evaluatio

effort was driving forward the whole institutional approach to evaluation internally. * O

It's shifted the language subtly. [In relation to APP evaluation] we fry to say ‘you may not think
applicable, but it is good practice’. It doesn’t mean it’s going to work for all. This approach can
interest. We have to make it [evaluation] a university-wide applicable thing. It helps the ugi i

strategic plan. We have to do it for TEF. They’re the same. TS

The TEF is interested in what’s highly effective. So straightaway there's one type N which is
about effectiveness. But throughout [evaluation is needed], it's not sufficient to 3§t what we are
doing. R

We want our students to be successful and if measured by B3 to get t % yeat, then to get a
good degree and a good graduate outcome. To get that right we need, ? late and pull in
evidence holistically.

We build the evaluation on-top of the existing processes and da&oliection and co-ordinate and
facilitate school (i.e. department) level priorities. Big project. different teams and learn from
each other. [The evaluation work] is not isolated.

As well as links between APP evaluation and internal qualigp assuramce processes such as service level and
curriculum reviews, there was links to academic practicegaeSpecially reflexive practices.

% aluation into existing services. When designing it
rather than inventing something new, we w; € the evidence to see how effective what we already
do is, to collect more data to remind us why Wg’re doing it and make it better. We need to establish a
baseline before we reinvigorate and Wi//y aiming for a mix of Type 1 and Type 2, neither of which are
historically well established.

The big piece of work which is ongoing is bro,

e cognisant of the existence currently of a highly dynamic and fluid
developments could not be taken for granted. Ultimately
plans could be outside the control of the people responsible for

At the same time, some key informa
context where the sustainability of €
decisions affecting evaluation i
the evidence generation.

We've got in-housé exp, e but to drive strategically where we need to be and create a culture of
evaluation will take than strong will and pockets of good practice. We’ve not nailed the whole
institutional @ach fo evaluation — what the landscape will look like for the next four years is unclear.

We've publi§@€d®ur intent but how we deliver it is ever changing.
2.2.4 Supp g eValuation decision making

The star%/ere playing a role in decisions on intervention-specific evaluations and their implementation.
This played out in the conversations which evaluators and colleagues with accountability roles were
haki practitioners and other service delivery staff who are usually the ones with responsibility for
% g an evaluation.

It’s helpful. They really do set a basic level of expectation which we draw upon when speaking about
what the standards are. It's not only a case of Type 3 — the more of that from OfS the better — but tools
at the start of the conversation to support the work — what the baseline is in practice.

Ultimately there are strengths/weaknesses and we thought about this. That helped us reflect on what
we’re designing and gives consistency in how we chart/look at standards — what the best approach
should be for an intervention OR whether the test or tool being used [to evaluate] is right? Great to have
something that automates decisions on it.



In one case the standards were being used as part of an assessment regarding the current state of play on
evaluation (i.e. when it comes to assessing what is already happening in relation to existing and ongoing
initiatives). This example highlights the (not necessarily uncommon) situation where some (devolved) activities
within the remit of APP needed to be brought within the remit of teams leading on APP accountability. In this
case work was going on to the ensure APP activities were coming in scope of agreed access and participation

evaluation procedures for the forthcoming APP round.
Useful for us to monitor at programme level where it is in terms of evidence being created. However, it’s Q

not an evaluation until it’s got an evaluation design on it. .

2.2.5 Helping to prioritise evaluation work &
The standards offer a framework for considering what type of evaluation is proportionate for differgnt
intervention, and direct attention to the most resource-intensive programmes such as long-ter
activity interventions which require stronger evidence of impact than ‘light-touch’ ones beag
more risky to continue to devote the level of resource unless the activity can be shown to
beneficial impact it is aiming for. As might be expected, considerations such as the avgilaj
evidence of impact also affects the approach in terms of meeting the information ne
evaluation users.

intended

Standards are helpful for internal conversations. A shared language fog8 ernal stakeholders
who are doing evaluation to think about where and how. Where are d| ypes needed and how

externally) is keeping track of all the interventions going on, e yolng monitoring and accountability
reporting, ensuring those delivering interventions are supporte cVWaiffate and ensuring that appropriate
resource is going into strengthening the impact evidence.w; ar on the priorities for evidence gathering

has helped to organise the work.
The APP brought all these random activities | ocus. Standards are used as a way of making

sense of different levels of evidence and thegldirrggerice between good and bad. Brings order and
purpose, direction, focus and control.

much is needed in different places?
Part of the challenge for APP staff in accountability roles (i.e. with iIities for reporting internally and

We’re more focused now: we know whefand how each activity will be evaluated and when and how
we'll get the results.

Key informants in evaluation roles y
effect overall as part of access a

to see more support for using evaluation resource to the best
icipalion planning. One key informant commented on some ambiguity

each of the outcormigs Will be evaluated - for us that’s 90-100 interventions. Regulatory Advice 6 says
we should be prioriti evaluation according to what we already know and what we do not know
about.

in OfS guidance:
Regulatory Notice Q 'APPs have to have credible Intervention Strategies which explain how

Uncertainty e@ und expectation to evaluate an intervention at the project/programme level or by
setting in verarching approach for the entire intervention strategy (or both). The comments highlight
the tensig forgvaluation planning on the ground: on the one hand there is a clear need to prioritise (limited)
eval ources to be most effective and to make sure that the evidence can be used to the greatest

e ; e other hand, there is a need to strive for strong evidence across the field (at least Type 2 for
Qe on strategies as a whole).

What we wanted to do with the existing plan is to get the culture embedded — dedicate time, send out
toolkit resources or run network events - but there’s only so many conversations you can have.

Where the Intervention Strategies included many diverse strands of work it makes sense to put the efforts into
enhancing the evaluability of the interventions, for example through identification of indicators to capture the
outcomes and impacts and what data would be used to measure these, as part of a proportionate approach.
At this stage in the APP planning process, much of this work was being pushed forward through working with
practitioners to agree logical frameworks for interventions and/or an enhanced theory of change. Decisions
on which interventions to focus on could take in a range of considerations (see Figure 2.1). Most effort to



enhance evaluation (for example by testing the evaluability and securing access to data) was being direct at
resource-intensive interventions, linked to overall objectives, and offer innovation and new knowledge.

Anything that gets a lot of resource, the person in charge has the loudest voice, because that’s pitched
at high level evaluation — because it’s an important activity. Some activities are smaller and they’re quite
quiet and that’s OK.

On legacy funding schemes there’s the choice to whittle down something or articulate resources into
APP goals or find activities that are worthwhile evaluating. 0

*
Figure 2.1: Criteria used to focus efforts to support stronger evaluation designs

Interventions that
potentially offer the Q

greatest value to
institutional objectives

Enhancement

of evaluability

of intervention

& availability of
data

Interventions that expend
most resources (e.g.
intensive & progressive
interventions)

Interventions that offer
high potential for useful
new learning

Some tension has emerged because providers are being %{‘o ake at least a minimum APP commitment
to Type 2 evaluation across the board as part of their Inj€fg Strategies. In practice it could be hard to
evaluate all activities to the same extent all the time successively strong evidence could emerge
over the lifetime of the APP); for example, for re [ Vities where there is no obvious comparison group.

Light touch activities might not warrant the level of 3&ta Collection needed for a Type 2 evaluation. Another key
issue is whether some interventions are designgd to have an indirect benefit — so the impact is less direct in

terms of being able to definitely identify the ca¥fse and effect outcomes and impacts.
Some interventions — such as ns (for staff) on gender equality - it’s not in our control to do it
e.

[evaluation], that’s a capaci

Not every activity needs to begeg to the same extent every year — and for some interventions evidence

of good impact might alread @ ablished in the existing evidence base or the available institutional level

evaluations (Type 1), esq %’V t was delivering only a ‘light-touch’ contribution to the overall objectives.

The principle of proportio n the standards of evidence supports the view that low level and light tough

interventions mig warrant the resource involved in Type 2/3 evidence generation. At the same time, the

need for Type ’-\@e implies evaluating how interventions work together to deliver a beneficial outcome.
ks

3.2.5 Supp

Alongsi th@gevaluation guidance and tools, the standards support good practice approaches to
inte lanning — such as having an evidence based for what is delivered and being clear on the
e

od practice approaches to impact evaluation

ex 2d J&sults. An expectation for Type 1 evaluation has led providers to examine the evidence base to
d rationale for the interventions taking place. Building the impact narrative was at the forefront of
i g, although the extent to which providers drew on external evidence varied.

There’s not time for full blown literature reviews, and anyway there’s only limited evidence. Our
strengths come in the work we do with the students we work with — which points back to the same thing
— why are we doing that [intervention]?

Developments in the use of theory of change as an intervention and evaluation planning tool is helping
providers to achieve greater focus and clarity on the hypothesises/expected causal-linkages underpinning
interventions and associated outcome and impact measures. All the cases were using theory of change in
some way, putting attention on the need to specify outcomes and impacts precisely and understand how



these will be achieved. Evaluators were increasingly involved in intervention design and planning for new and
existing initiatives, which is contributing to evaluation capability building.

You can’t evaluate if you don’t know what’s being delivered — that’s why TOC'’s important.

Using a logic model enables us to attribute individual impact to a programme (context, assumptions

and mechanisms). This is a change in culture. Before it was: no context, no strategy, 1-2 outcome

measures, no benchmarking, no assumptions. So it's been quite key to use TOC — this is what we're

aiming for and why. Q

we ask the questions about the rationale and what it'll achieve, we get answers out of projec

A benefit of TOC currently, given the stage of APP implementation, was in terms of the rationale f
interventions and the focus on gaining clarity on outcomes and impacts. o

*
We didn’t make funding decisions but need a good idea of why interventions were commissi%
Getting a TOC in place and having basic monitoring data — that’s a good success e

e FOC as an end
, learning from

The main value is in the process of reflection and deliberation on the activities (rathe
in itself). TOCs were helping to generate Type 1 evidence whether this was existin i
practice, and/or drawing on practitioner insights through TOC building sessio,

My role is important for the design of TOCs — | do a lot of admin for j ve capacity to do
research. This is part of evidence base-building — literature reviews % g sure there’s an evidence
base behind it. That for everything there’s a reason, policy or gfproach rooted in research. This lends
to creating TOCs more easily — knowing where we’re goinggaigdWhat we’ll get out of it.

The TOC helps to see different outcomes for different 2rs, which we can break down in the

evaluation. Most importantly, what are the student outco when they’re involved in design — what
do they want to get out of it?.

Use of theory of change work was clearly boosting the SNl impact evidence available to be considered in
formative intervention decision-making. It is also li fawe implications for theory-based evaluation to
summatively assess impact — although this will pr%volve over time and is not yet reflected in the
standard of evidence types.

I’'m excited about TOC — it catches thﬁﬁnking. You can show a more considered way of thinking
about things and what could hav&more impact, rather than just how good you’ve been and justifying
the money you’re already regeii

The feedback from key informantStg that an upcoming challenge will be making sure the theory of
change models would be ‘livi pents’ and a decisive part of capturing the learning which would enable
ongoing evaluation (i.e. tQgi eory-based evaluation approaches). In the short term having clarity on
outcomes is expected to@ith the collation of outcome evidence — and how to use theory of change for
testing impact generally ne@@€d further work.

| think sa

it% a living document and it being a living document are not necessatrily the same thing.
I think the primary purpose for us is to get our thoughts in one place about what we're
are we doing it? What do we hope to achieve? That's all informed how we measure the

s. We'll review the outcomes, then we'll report back. Then it kind of gets a little bit lost in the
cision about whether we want something for another year or whatever. That more granular and
nced sort of learning from an intervention that's really beneficial is less formal and sometimes gets
little bit lost.

e use of theory of change for theory-based evaluations is starting to be developed for APP interventions.

e quantity and quality of TOCs being developed seems impressive and this work has already developed
some valuable new insights into the mechanisms underpinning education outcomes, and the difference that
particular practices can make. Going forward there needs to be further discussion of the implications for the
evaluation approach — should evaluators take a ‘black box’ approach to assessing the outcomes and impact
contained in the TOC; or should they aim for more theory-based evaluation methods which hypothesise about
the programme theory as well the outcomes? How to use TOCs in the planning-evaluation-planning cycle over
time was an issue where key informants felt there could be more help/guidance.



Maybe there's a gap there in the guidance about how practically you do that [evaluate the programme
theory]. Maybe a little bit more support with ‘how?’. What that iterative evaluation cycle looks like in
practise and how to ensure that theory of change are living documents.

Case providers were putting efforts into good practice developments in other areas of practice — such as

follow-up and tracking. A prominent example was ensuring to attach participant data to engagement in

interventions — i.e. linking participation to outcomes and to opportunities for tracking of participants (e.g. via

HEAT) (recognising the benefit of having participant tracking as a potential means of opening up opportunities Q
for counterfactual evidence and quasi-experimental designs). .

2.2.6 Supporting individuals/teams on evaluation x\o

Several respondents commented that the standards had been a useful starting point when coming,in
institutional evaluation role (and perhaps especially for those coming from a practitioner route wj i prior

evaluation expertise to draw on). *

| think they are useful, personally. They were more useful when | was new to eyal io\ they came

at the same time that | started, as an evaluator. They were very, very useful at gt pint. It's not

something | really refer people to now, I think there's perhaps more recegt g%
0

I do think standards of evidence are useful. The problem in an instituti s we don’t have lots
of people who just do research or can take time off to do it. Guideline eworks are important to
us, otherwise we’ve got to reinvent the wheel and start from scratch.

Colleagues in evaluation roles were supporting practitioners to build ur%tanding and skills in evaluation.
The standards guidance could perhaps be more helping in suppo opment of expertise across teams.
One respondent in a dedicated evaluation role commented:

I've got the table of the standards of evidence. I'v ilt a SkarePoint page for evaluation which is
available to all staff at the university, so I've got that Witial kind of table, with the evaluation types. But |
@ he standards are updated and more relevant to
ghdf thing.

think that's something that we could build on
the current context and expectations and t

Another key informant said that communication of dards to practitioners was hampered by the existence
of a hierarchical view of evaluation designs — bggause more robust designs did not reflect the way the
institution was evaluating (discussed further b&ow); plus in their current format the standards were not
considered very user friendly or compreh@nsible to practitioners.

The scale of the task of building e ulture and skills at the coalface of access and participation

delivery was a common theme |

We’ve got a handle
— the learner progressi
make but we’re not QgL

ing participation] activity as it fits in our team. Making that institutional
mework and whole institutional stuff — that’s a step change we’re keen to
to evaluate everything. That's impossible with one person. The expertise isn’t

there, just s ockets
Having dedic tion posts is helping APP colleagues to make judgements about the utility and

effectlveness rent evaluation designs in meeting evaluation purposes in different contexts. At the same
time, th evaluator job description is focused on supporting those at the delivery-interface to plan
and e €valuation work, with only a minority of their time available for the business involved in actually

valuations. There were calls for guidance to support capability building at practitioner level,
wdance to support decision making on applying the standards in practice. A key informant in a
valuatlon role commented in relation to supporting practitioner to embed evaluation as part of their
tivities:

We need standards and frameworks, so long as they help in a practical way and not put people off.

Guidance on how to engage with different methods which support evaluation strengthening and higher quality
data and evidence would be particularly beneficial to evaluators and practitioners with limited prior evaluation
expertise. The sense emerged that it's important that practitioners retain skills and expertise in evaluation -
across all kinds of methods - and there was a danger that the ‘stronger’ types could potentially be seen as
more ‘academic’ and only in the remit of experts. A practitioner key information commented:



We need more in the way of being able to see how different types of evaluation may be practically
delivered.

Standardised tools including validated questionnaires which support evaluation of student outcomes are

considered to be desirable not only to prevent evaluators having to ‘reinvent the wheel’ but because they help

to build confidence in evaluation amongst practitioners delivering interventions and can promote deeper

reflection of the conceptualisation of different types of psycho-social outcomes and the mechanisms Q
underpinning achievement of these. . 0

Sector level tools and methods which bring stronger types of evidence into the hands of practitioners \
welcomed (for example, the HEAT comparator tool and progression to higher education reports). Seajor
resources which give concrete methodological guidance and examples were also well received (eqg. th

‘small-n’ guidance developed by TASQO®). o

2.2.7 External communication \
Key informants said the standards were useful in communication externally to the Of%c r colleagues
u

about the evaluation plans and the types of evidence being collected. The comme that the
standards are welcomes because there is a reassurance benefit from having,a to categorise the
expectations for outcome/impact evaluations which can be justified within the_§ nal context.

For sector discussions and sharing the standards underpinned conversation % ¥t evaluation methods for
Type 2/3 evaluations. However, when it comes to delivering Type 3 evidénce some key informants were
conscious of the methodological and practical difficulties and woul looking to do this in exceptional
cases.

I'd say we’re comfortably into the middle zone, right now. e 3 Is not realistic so we’re staying at Type
2 for now. For the time being we lack capacity in daléiand evaluation.

We sit in the correlation space to see what work @ ithout the need to push for Type 3.

Having to set the expectations for impact eviden efgration across each strand of activity in the APPs was
not a requirement that was especially welcomed. re Were various tensions including pressure to commit to
certain types of evidence in advance (i.e. at leagt Typ€ 2) before the requirements for different types of
evaluation (e.g. access to data) were full und?mtood. Key informants said the type of evaluation needs to be
linked to the specific type of outcomes anl questions for the evaluation in each case; that the type of
evaluation evidence could change gueligle; that the evidence once collected might not meet the standard

underpinned the approach mi fully guaranteed (e.g. schools data or access to student records data).
Another potential issue is tha e outcomes and impacts might be harder to quantify in a way that

term quantitative outcomeguight not be identifiable in the data due to data issues and confounding factors.
These issues are ing into some sense of uneasiness because the APPs have not started yet. However,
there was very f a feeling that best endeavours were being made to achieve the most methodologically

sound evaluation ssible in context.

2.2 U< oE\e standards of evaluation self-assessment tool

The atfpn self-assessment tool allows providers to self-assess on the application of standards of

é Vithin the context of the systems and structures in place internally for evaluation (strategy, planning
chtation and learning).

erall, colleagues seemed to be in favour of having a tool to help them reflect and review the context for
aluations and evidence generation:

The self-assessment surfaced where our gaps are. Ultimately, there are strengths/weaknesses and we
thought about this: that helped us reflect on what we’re designing and gives consistency in how we look
at standards.

9 https://taso.org.uk/wp-content/uploads/2022-06-17_Impact-evaluation-with-small-cohorts_methodology-guidance_TASO.pdf
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In one case institution, working towards improvement in the self-assessment score had been made a stated
aim and part of the strategy for evaluation capacity/capability development internally. There had been
leverage for additional dedicated evaluation staff roles as a result here. In another case a new evaluation staff
role had been created following a review of evaluation capability which had referenced the standards.

Overall, there was mixed use amongst the cases of the OfS standards of evidence self-assessment tool. In a
couple of cases the tool had been applied in previous planning rounds but was not currently used. One person
commented:

We haven't revisited that recently. But | definitely, definitely think they are useful. It's quite a big ® O
document, isn't it? Or a reasonable sort of wordy document. It's not the first thing | signpost pe
but I think it is really useful. Yeah, perhaps something that we could review again. 0

3 THE TYPES/LEVELS DISCOURSE .
The issue of whether or not it is appropriate to view the types of evidence as hierarchical key
re h

aspect of the standards discourse. This Section discusses perspectives emerging frogn t with case
providers and the implications for the standards. K

Key Findings *

There has been an ongoing tension regarding whether a hierarchy of methQ@Syj ed in the standards:
notably whether Randomised Control Trials (RCTs) should be considered tandard’ for WP
evaluations. Experimental methods are clearly a strong design when ifgcomeSwé proving causality but all
types of evidence provide very valuable knowledge to inform decisior‘%(ing on APP interventions in
practice and there are a range of ways to increase the usefulges jdity of the results of all types of
evidence to support decisions, as part of a proportionate appR

evidence, but the strength of evidence required for differeftypes of decisions is a consideration. Impact
evaluation complements other types of evaluation in gtk ased decision making and is used in a
formative and summative sense as part of ongoin c reflection and review.

Evidence that is layered over time to build new W € and move to successive levels of surety within
each cycle is desirable and an opportunity to progfess to stronger forms of evidence as the work continues
and the amount of investment of APP resourcg,grows. There is a tension in the current standards in the best
way to move to stronger causal surety. The Mi0st expensive interventions warrant the strongest type of

evidence, but these tend to be more complex and beyond the scope of RCTs which are perhaps best
applied to discrete activities with djre comes.

Using the evidence standards encourages providers to rgove to greasingly robust approaches to using

Providers are looking to quasi-
developments in data possibj

entd) approaches, especially where these are supported by
. tracking systems and student records systems). Plus there is an

strongest types of approdeles are conceptualised in a purely experimental sense, without consideration of
alternative interp jons, because experimentation in the strictest sense is seen as risky and only relevant
igation work in some exceptional cases.

31 Per on the evidence types

The resefdrch'Sgggests that whilst understanding of the strength of impact evidence and the claims that can

be art of WP evaluations has likely increased as a result of the standards, there has been an

o] r%sion in terms of whether RCTs should be considered a ‘gold standard’ for WP evaluations. It is

e air to say that most of those involved in the research had engaged with the standards without

eCessarily agreeing that a Type 3 experimental design should be an end goal for evaluation strengthening
en it comes to deciding what evaluation would be applied on the ground in different intervention contexts.

The potential for confusion on whether the types of evidence imply a hierarchy does not appear to have been
helped by some perceived mixed messaging. Interviews with key informants suggested that there was a
perception of policy emphasis favouring experimental designs (identified for example in the way evidence is
assessed as part of meta-reviews and in terms of funding allocations to different types of collaborative
studies).
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| think that kind of idea of what works network and how other evaluations have been implemented
across that network kind of takes us down a bit of a path and it can feel sometimes quite a bit like

tunnel vision.

| certainly think that people felt like we should all be doing Type 3, the ‘gold standard’ RCT. I'm very
careful with that institutionally, when | talk about different types of evaluation, what sort is appropriate,

what's feasible and all that sort of stuff. | think if you boil it down to Type 1, Type 2, Type 3, that can
build on that kind of institutional idea that one certain type is what we should all be aiming for and it's

that gold standard or the best.

the type of evaluation that could be achieved.

emphasis on Type 3 it becomes restrictive and problematic.

) 2

L 2

The standards give us a lot internally to say and commonality of language. If they over dﬁ
tnow is

| guess maybe one of the reasons why we perhaps don't refer back very much as
because it's kind of a common language, it's kind of like a living part of evaluat
participation and there's a general shared understanding as well as the diffe
claims you can make. But we do have to very carefully balance that wj
based judgments on what is better or what is the right type of evaluatiog

Different types of evidence are useful to support different types of decisions,
development of an intervention, summarised in Figure 3.1. The evide
lifetime of a project or programme as more/less formative and summaagi
useful/possible. This is especially in terms of intensive, sustai
evaluation might continue to be fine for ‘light touch’ interventio h
where the relationship with outcomes is indirect).

The standards of evidence can help with decision-makj
types of decisions: recognising that more important
completely change what is being done) will need
used to stop an intervention since they’d be no poi

Q

dble evidence of impact. Type 1 evidence might be
continuing if the initial data on outcomes suggested

&n éccess and

and what sort of
f hierarchy and value

ere is a link to the stage of
needs are likely to change over the
valuations becomes

essive interventions (Type 1

Bla€xpend minimal resource and/or

ting different types of evidence to different

(e.g. to commit a lot of resources to or

only poor outcomes were being achieved. If tg?'ntervention was proving itself by getting good results over

time it might be that other types of causal evi

one intervention over another. There

impact if the institution was recommg

&)

However, types of evidence beloy
considered rigorous enough: g
forms of reliable evidence
worked.

Figure 3.1: Evidence

Decision

different kinds of decisions

nce would be needed to make a decision whether to continue
need to be more surety that it was the intervention that caused the
o roll-out a pilot, or to recommend the practice to other providers.
ausality might be considered sufficient if the method was
unterfactual evidence from the evaluation was supported by other
and/or there was convincing evidence that the programme theory

Continue/Adapt it Roll-out/Transfer it Stop it

xisting external
evidence to show
intervention is
associated with
results, positive
internal evidence of
outcomes and
practitioner
expertise/
experience

idence

used

Evidence to suggest
there are positive
results from the
intervention compared
to without it, even
though causality isn’t
proven

Evidence to suggest
that the investment
in the intervention
caused the desired
result

No evidence of
outcomes or
evidence of negative
effectiveness

The OfS requires providers to commit to at least Type 2 evidence for Intervention Strategies and the most
resource intensive activities within the plans plus for new/pilot activities for which the contribution to
knowledge will be greatest. However, there is a need for a considered approach so that the evaluation
focuses on the key outcomes of most interest at the right time (which depends on phasing) and in turn will be
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A key problem with taking a hierarchical approach was that it reduces the scope for creativity and fle%



influenced by the nature of the outcomes and impacts being evaluated. Where the shift to a type of evidence

happens could vary. For example, an impact evaluation which embeds a pre-post evaluation design might

embed Type 2 from the start (to provide a before/after counterfactual). A Type 2 evaluation which uses non-

participant data as a comparison might need to look at the evidence at the end of a delivery cycle, and

perhaps the Type 2 evidence could be strengthened over time by working towards a difference-in-difference

approach, or by framing the evaluation as part of an experimental (Type 3) design. The above types of design

could fit within a theory-based evaluation - in which case the current standards of evidence typology might Q

hold. However, it is less clear where alternative (non-experimental) approaches to evaluation strengthening
through theory-based methods fit into the standards framework (e.g. for example case-based and * 0
contextualised approaches or a contribution analysis). \

| think the key challenge really is that the standards of evidence don't actually spell out evidgnc
criteria. | thus worry that by conflating methods with quality criteria, we both uncritically a
standard’ methods, and at the same time dismiss relevant causal evidence from nog-
methods.

One of my key concerns is if it is Type 3 everybody just nods along, not questi@er the

method was applied appropriately, whether the information it provides actua% the question we

Y

want to answer, whether samples were sufficient etc. ¢

From my perspective [HE outreach] it’s very hard to put causality on i \ impossible. Pressure on
that is not helpful to us. Plus within the team it could undermine some valuation that we've got
established and been doing for a long time and the huge lot of ence we’re collecting.

There is an interest in using theory-based evaluation and casegori ethodologies as part of mixed
methods evaluations. This type of approach to impact evaluati es causal reasoning and causal
inference methods designed to test the programme theory under ing interventions (Figure 3.2).

Figure 3.2: Causal Questions and Evaluation Methods :

Methods Causal questions/knowledge
Causal reasoning Understanding of how/what factors
(identify the causal drive the outcomes (directly and
structures; the indirectly)

T programme theory) T\
Are the conditions and entify the conditions

the confounding factors & confounders which
understood (positive & affect the outcome

negative)?
Understanding of how intervention
|1 factors/variables influence each

other

pthods))
perimentation possible? .
Understanding of how much of the
Yes outcome should be attributed to the
0 intervention effect
|

Casual inference
(experimentation
/quasi-experimental
A methods)

the ground the decision on the ‘best’ type of evidence is usually contextualised within the specific
jectives and delivery context in place and the evidence needs. What counts as the ‘best’ design might be
highly dependent on the nature of the question in hand. Often evidence-based decisions draw on a common
sense interpretation of the strength of evidence in order to make conclusions and recommendations —
especially for short term outcomes (for example on whether a skills development activity is supporting
students to developed the skills required). Plus, isolating a causal impact is not necessarily the only purpose
of evaluation and knowledge development in the higher education context.
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3.2 Challenges to using experimental methods

There are multiple reasons why a purely experimental design can prove challenging in higher education
contexts (Table 3.1). Apart from anything else the complexity of many widening participation interventions,
particularly multifaceted interventions and strategies which cut across institutional functions, makes

experimentation questionable because the designs are limited in what they can say about complex social Q
fields. 0

I understand the concept of what good and relevant research is but from my perspective | find j & 1
to do gold standard research

RCTs aren’t the reality in the situation we’re dealing with.

There is a perceived risk in committing scarce evaluation resources and capacity to an RG the
potential for unhelpful inconclusive results. RCTs provide the most compelling argument f n, but
they do this by disproving the null hypothesis. Inconclusive results therefore are hardyg,iflerp pending

on the numbers involved and the nature of the intervention (and in consideration of th&%glatignship between
the intervention and the outcome/impact and the existence of extraneous factogs) e concerns that
RCTs were a waste of (scarce) evaluation resources.

How do you interpret [inconclusive] results? To be useful, you need a cause otherwise we'll just
be like, oh, we've got no evidence that it's effective. The inferencegpeo ake is that it's not effective
because there’s a null result. Not everybody who is engaging witi§evaluation perhaps has that
understanding of how to interpret these kinds of results gnd eans for them within their
institutional context. So | think we've got to be really mi in how we can both develop

guidance but also present our evidence.
Table 3.1: Potential strengths and weakness of random@ol trials in higher education settings

Strengths Weaknesses
Seeks to define objective theories Time and resource intensive
Tests a hypothesis Relies on statistics (useless where statistics are

Randomisation controls for extraneous variables | Not available e.g. small cohorts)

Randomisation reduces biases by removing Cannot deal with singular events (e.g. the
selection effects and controlling for confounding | SPecific personal effect an individual might say
variables® the intervention had for them)

Can hit problems in identifying a control group
(e.g. where there are ethical objections to
randomisation when it comes to students facing
disadvantages; can be issues with access to
control group data)

Probability that the results may not be
conclusive

Potentially low external validity (due to tight
control conditions)

May be of limited value in the assessment of
long term outcomes because RCTs are

Q frequently small and/or of too short duration for
longer-term outcomes to be detected

Might be danger of focusing on ‘measurables’
above other meaningful outcomes.

It is perhaps fair to say that in general the standards have pushed providers to make sure they have evidence
to reasonably conclude that their interventions are likely to be making a material difference compared to what
would have happened without the intervention (or not). From a provider perspective, having assurance that

"0 Randomisation doesn’t completely remove biases because of the potential for differential dropout, measurement biases etc. Plus, in
small groups, randomisation might not actually achieve balance because of the potential for uneven distribution.
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the evaluation effort will evidence the worth of an interventions was probably more important than making
claims to causality for exceptional interventions with the conditions for tight experimental control.

Less than half (three) cases in the sample had stated APP aims for a Type 3 evaluation. These cases were

aiming to use a quasi-experimental design and included evaluation to assess: degree outcomes for students

who utilised a contextual grade reduction at admissions; employment outcomes for students who access

placement opportunities; the confidence, self-efficacy and continuation benefits of transition support; ang

continuation and future success outcomes of students participating in mentoring (amongst other thin

Another case had included the use of inferential statistics in an evaluation involving assessment of ¢
strategies, metacognitive strategies and sense of institutional support/gains for students taking up di
support and workshops compared to non-participants (using matched comparison). Key infQrmgz
other cases noted they may consider if Type 3 evidence could be generated in future (subje
availability).

There is a strong argument to be made that quasi-experimental designs are a better % an RCTs for
evaluating student outcomes in an educational context. Firstly, the main use fo‘R% ovide a control
n

based on randomisation so that evaluators don’t have to worry about biases @ us factors. However,
if evaluators knew enough about the problem being addressed to control wellge nough high quality
data which allowed them to craft a good comparison group, then using a qua % erimental method to craft a
very good control might be possible to elicit a very strong impact evaluﬁd . Secondly, quasi-

experimental designs might also be more fit for purpose in terms of he evaluation is trying to find out.
For example, there is scope for looking at how engagement inghul 4@ ities affects the results, and/or
issues of dosage.

As well as being resource/time intensive, you nec@i reseafch question [for RCTs] so specific it's a
challenge to get useful evaluation. The results QQE®, type evaluation are more retrospective, we
need more flex there than just to test one hypd @

The potential for a difference in how different typeglof sl-experimental evaluations and other quantitative
inferential designs (e.g. regression analysis) might D& categorised against the standards was highlighted in
the research (as a specific issue to be resolved) The size of the dataset is a key consideration in the methods
that should be applied, raising additionalgueslions about the most appropriate designs for small cohort
interventions. This conclusion reflectgoth®r research findings into the efficacy of different kinds of methods,
including a TASO-funded study whieh ded that evaluation approaches specifically designed for small
samples would be of higher relev@lice than 8xperimental approaches.'" Suggestions for alternatives included:
theory-based approaches, coftriuii@efanalysis, process tracing, or large-scale, deeper, and potentially
mixed-methods process € th explores every mechanism in the intervention’s theory of change with
a diverse range of studeﬁ Uding those who choose not to engage with the offer (p.2). The study points
out the differences betwe using on the distant outcome (in the specific case these were progression to
graduate jobs) an turing the intermediate outcomes (in the specific case these were around self-belief,
self-advocacy plbyment-seeking practices). Taking different kinds of evidence together might allow for
deeper underg§tandi

Furthermgre, ments from the field highlight the need to combine different approaches to evaluation that
maxi potential for learning about why things work as well as what works. Understanding the why as
well at was implicit in comments from key informants of what counts as good impact evaluation.

ven if we do this [RCT] actually the implementation and process side is so important because if we get

a null result, we want to at least understand how and why. A stand-alone causal evaluation could
actually be really unhelpful because it makes it look like something doesn't work. But why doesn't it
work? Is it to do with the context? Is it to do with how it's implemented? Is it to do with challenges along
the way? the timing? All that stuff is so important and that knowledge is what we need to generate.

Overalll, the ‘small steps’ approach to evaluation (Harrison and Waller, 2017)'? is perhaps a more intuitive
approach to evaluation evidence strengthening amongst practitioners in the field. Key informants said they

" 1ASO (2023) Efficacy Pilot Evaluation Report: London School of Economics’ Disabled Students Career Appointments,
https://taso.org.uk/wp-content/uploads/2023-10_TASO_LSE_Disabled-students-career-appointments-Efficacy_Pilot_Report_2023.pdf

2 Harrison, N and Waller, R (2017) ‘Evaluating outreach activities: overcoming challenges through a realist “small steps” approach’,
Perspectives: Policy and Practice in Higher Education, 21:2-3, pp.81-87. DOI: 10.1080/13603108.2016.1256353.
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would like to see more practical guidance on how to improve within the type of evaluation that they are
already doing. More practical help and support for evaluation strengthening within each type of evaluation was
a strong recommendation from key informants.

It's the idea of you're better doing something and doing it very well than doing something that's too

ambitious and failing. Yeah, because I'm really worried if we ineffectively run RCTs it’s going to do

nothing for anything. It's not really useful, whereas, say, a survey where people are really focused on

ensuring the response rate and meaningful analysis and they've sampled appropriately and all of that Q
kind of stuff, so little pockets of knowledge and building that capacity, | think are really important and

think that's where there's a gap in the sector. \

Clarity of what counts as good evidence to back up claims is especially important given the focus on
publication of evidence. Understanding that weaker and stronger designs are possible within eack@
evidence is important as a tool for evaluation strengthening. As conceived within the origin
guidance, the framework does not see the evidence types as separate and discrete. The &% designed
to be cumulative and complementary as part of a layered approach to building the evide order to
support evidence-based decision making that would proceed through cycles over tim ould complement
other types of evidence from process evaluation, practitioner expertise and insight jghts from
research and theory. ¢

Having a clear common sector-wide consensus by which to understand the | \t impact evaluations is
desirable; how this is conceptualised is central to the ways in which APP ev s might inform sector-wide
knowledge development as well as for localised decision-making goin{war discussed in Section 5).

3.3 Complementarity of impact and process evidence Q
How process and impact evaluation feed into each other as pa nce-informed decision making in
practice was a theme emerging from some key informantS§gith theSsuggestion that the knowledge and
understanding built up on the implementation and proce as not only important to contextualise the
results, but when used together with impact evidence 4 @ o the strength of evidence on which to base
decisions. The question then for guidance on usin Stam@ards of evidence is whether evidence from
implementation and process evaluation is supportég within the definition of Type 1 evidence. This type of
underpinning knowledge can play a key role in contriButing to the narrative that is being built up about what
works. This type of evidence also informs the lerpretation of the results of subsequent types of evidence (for
example being able to test the fidelity of fge implementation and delivery approach when assessing the

impacts of a programme).
You can'’t ever get away fro @

[students] experience thg ﬁ”

2SS [evaluation] because it has an impact on the impact. How they

Yes it’s a challenge a aims on a small number of respondents and a focus group, but it’s still
useful learning. Of cQursdyyou need to be careful on conclusions, and it’s contextualised. Standards are
valorising a di nce = but what about use of evaluation in context — making our teams more efficient

then to look at what’s being delivered and process monitoring. You'll not get data on self-
efﬁ@e outcome] if no one turned up — maybe for marketing reasons etc, or whatever. You still need
ow many other initiatives are being delivered, what'’s the saturation of opportunities, and to test
l sing data — but that’s not the type of outcomes that the standards imply.

nly, the sense emerged from key informants that using different types of evidence in combination can
ost the opportunity for knowledge creation and practice learning. More guidance would be welcomed on
w impact evaluation can be supported by other evidence.

Actually understanding why something works is really important in a Type 3 evaluation. | think sometimes
it does get lost and | don't think although they do run the IPE [implementation and process evaluation]
alongside an RCT, some of their narrative leans towards interpreting IPE or as a Type 1 or as a narrative
and yeah, that's something that could maybe do with some unpacking. So maybe, some kind of
unpicking of how they can have overlap and how they interact with each other and the complementarity.
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4 THE EVOLVING CONTEXT FOR IMPACT EVALUATION

This section discusses trends in higher education and the context for access and participation and the
implications for impact evaluation, which we define as the systematic assessment of whether an intervention
has made a measurable difference in outcomes for students. Observations are made on the implications for
evidence generation and potential areas needing further guidance.

The latest round of Access and Participation Plans (APPs) has agreed the strategies and activities providers
will take to address risks to equality of opportunity. The risk based approach adopted in the APPs has put th
focus on the institutional risks and the experience of students. APPs set out how the impacts - in terms #f t

benefits for individuals and groups in achieving equity outcomes - will be evaluated over a four year p&ji \

intervention-specific outcomes and impacts. Within the Intervention Strategy approach there is m
emphasis than perhaps previously on lining up the contribution of different strands of work t@.th
longer term objective/target. Providers were asked to share their evaluation plans and indfatd % pe of

evaluation they were planning to use based on the standards of evidence. Disseminatio IWents are
included in APPs, although there is no set expectation on when and how providers s?\\ bliSh their

working towards institutional level accountability targets which are embedded in gaps analysis al%

evaluation findings.

*
The context of the new APPs means that APP evaluation faces some new ¢ e& -gnd opportunities -
that were less at the forefront in 2017 when the standards of evidence guid
impact evaluation are identified below. The findings are based on the resear carefully selected key
informants enabling general conclusions to be drawn about relevant trgfftds within the sector.

produced. Dilemmas for

Key findings

Developments in the context and wider and trends in higher or access and participation work
which came into place with the new APPs, have implicatigns for current standards of evidence in terms
of: i) constraints and opportunities for certain types of ev tion; and ii) the kind of impact evidence that
providers are seeking to identify impact and to underm e-informed decisions.

The standards of evidence are concerned with w omes can be attributed to an intervention (i.e.
ascription of a causal link), rather than for asse g Reontribution within the bigger picture. The issue of
contribution not attribution is coming more to the Institutional Strategies are bringing together a suite
of interventions to address different aspects ofginstitution-wide problems. While this co-ordination is to be
welcomed it is more challenging to isolgte th& impact of access and participation activities as they are
becoming embedded in the day to d siness of higher education.

new methodologies for impg ation. Alternative approaches are needed to address the challenge of
demonstrating causal imp comes are several degrees of separation from the delivered
activities, and where o ise from complex interventions, especially when they include a mix of

The challenges i
impact evaluati
methods apgfopri o the context; understanding the best way to deal with the contextual factors in an
ing evaluation across whole systems; using methodologies to involve students in

was the trade-off between precise unbiased answers to narrow questions of impact and
rtain answers to complex questions. The argument being that to be most useful to inform
making in the current higher education climate evaluators might need broader perspective than
amsWering causal questions with greater certainty.

ere is a danger that the standards of evidence will become unfit for purpose unless they can support
providers in the collection and use of evidence in the evolving higher education context. Key questions to
be addressed include: what counts as impact (contribution as well as attribution); the types of impact
evidence that are most useful to support institutional decision-making; and how impact evidence is used
alongside other types of evidence as part of cycles of reflection and review.

The standards of evidence are based around the kind of claims that providers can make when backing up
assertions of impact. The methodologies captured in different types of claims should be appropriate to all
contexts and access and participation work (in order to have general relevance rather than amongst those
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looking to do certain evaluation designs). More guidance is needed on how alternative methods of
evidence generation required for complex types of access and participation interventions sit within the
framework and what judgement can be made in terms of impact claims.

41 Risk-based interventions strategies
The risk-based approach within Intervention Strategies has brought together project specific interventions into
a framework where there is more emphasis on looking at the outcomes and impacts with reference to the

overall target. Impact evaluations at a project and programme level ideally need to inform understanding onQ

what’s being achieved overall. So an obvious question when it comes to making decisions on how to gv.
impact is what outcome or impact to focus on? Outcomes can be identified at different points (Figure &

the aim is to make claims of causality through an experimental design then there is a tendency to foc

Beyond this, the existence of parallel initiatives and the number of confounding factors may

programme specific intervention outcomes — which often tend to be stepping stones to other outco
surety of causality impossible. \

Figure 4.1: Kinds of outcomes (also note a link to short, medium and long term outcousﬁ

Institutional Risks &
Targets

Risk 1

Intervention Strategy outcomes

Programmes & Project outcomes

Intervention
outcomes

Intervention
outcomes

Intervention
outcomes

\'%

Problem specific N
Intervention

Problem specific

Intervention

Risk 2

S
P

Access and participation work ingg

environment). In claiming

Problem specific

Intervention

0
S.
ute

% gly &volves a high degree of complexity. Factors include: access to
gfy across multiple teams (or sites). collaborative delivery, and

aClgrs affecting the outcomes could be inside and outside of higher
academic support outside the organisation because of a supportive family
Bitive impact, higher education providers can struggle to determine how much

of a particular inte ion contributed to outcomes. Some interventions are designed to work in combinations
with others, and s ifiterventions are likely to have an indirect rather than a direct impact.

It can bg hal to grasp what needs evaluating. There’s the targets - we have a lot of general monitoring.
It 1 because the flagship intervention strategies provide structure. Programme evaluation is
1 in@institutional evaluation, not just monitoring: How effective is the institution themselves?

ironment — halls, governance, workshops, programmes — disparate activities. It’s difficult to identify

A hallenge is very disparate. Take awarding gaps — a lot goes into it. Building an inclusive

outcomes other than gaps.

ually, a theory of change will include a series of intermediate effects that are necessary for the programme
to be impactful and can test whether the assumptions about the final outcome held or whether implementation
of the programme went off course or the activities had unintended consequences that countered the
estimated effect (or other unforeseen benefits). Testing hypotheses, either with existing data and evidence or
going back to collect more data (quantitative or qualitative) from stakeholders might be necessary, as well as
considering running additional evaluations to explicitly test the emerging hypotheses. The precise attribution
of outcomes becomes especially challenging when the evaluation is trying to capture the difference made to
results over time which are increasingly out of the direct control of the programme (see Figure 4.2).
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Figure 4.2: Attribution and contribution
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Diffuse influence:
Institutional Impact/longer
term changes
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Causal and correlational impact evaluations tend to work more reliably®there there is a fairly direct link
between cause and effect, and where the number of confoundi apeQus factors that are potentially going
to influence the outcome can be better known and controlled f& % r, it would not be a good result if all
the work to develop the strongest impact evidence was or!Iy focuSe measuring intervention outcomes for

which the programme has more control. Accounting for th anges’that happen over time in APP work can
mean therefore that the confounding factors need to b , understood, and part of the evaluation

approach to explaining how causality works.

Balancing understanding of what works in terms @imate goal and what works in terms of short-term
outcomes requires layering up the evidence over i Having longer timescales for impact evaluation in the
new APPs is positive — it opens up the way forgore longitudinal studies. In relation to HE outreach for
example, it can take 4-5 years to know if@n intervention in Year 9-10 affected university take-up (taking
account of not only student journeys h education but also the data lags in the system). Longitudinal
evaluation requires the systems t i e for this.

However, the key informants wesg sant of practical difficulties for evaluation over longer cycles where
activities are changing and e @ oMythe ground, including the potential of moving away from the original
blueprint or hypothesis bging t&8t€d. In this context a key dilemma was whether to set up trials designed to
test the programme theo ich could take years to get the results and inform decisions - or to embrace a
developmental ap@h to learning from evidence which involves integrating emerging evidence into practice

— which loses the ity of the model being tested.

There cguidte discussion between staff and students which changes what they’re doing. Thing’s that
pr; do independently can shift a project, If there’s a change of approach, the evaluation
atfeally changes.

rs’ gone, move on, not thinking about the implications [for evaluating the programme theory]. The
university can forget we did a project — doesn’t always scrutinise — despite the fact they’re some cool
exciting things going on.

A llenge for APP [evaluation] is that we’re working with two mindsets. In the university’s mind that

Challenge 1: How to deal with complex programmes

Evaluators working across Institutional Strategies and the student lifecycle are having to embrace
complexity in the approaches they are developing. This could include thinking about issues of contribution
as well as attribution. In practice providers may be assessing claims to impact on the basis of judgements
of reasonableness and ‘good enough’ evidence in our context. This is fine up to a point but might be
undesirable because the basis of decisions become less transparent, which goes against one of the key
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objectives of the standards of evidence. A key question is where does evidence from complex and
contextualised evaluation contexts fit within the framework? How this type of evidence should be judged is
difficult and depends on whether qualitative tests of reasonableness, credibility and coherence of
argument, commitment and rigour and so on are as considered valid an comparable to quantitative tests
of validity, reliability and objectivity. Whilst, the current formulation of the standards embraces the use
different kinds of data, the methodologies are as yet fairly underdeveloped especially for theory-based
evidence.

Challenge 2: Purpose of impact evidence in relation to different types of learning

one hand there is benefit from access and participation practitioners engaging in a process of reflexi

practice and review — which is a tenet of educational practice — and undertaking adaptions as they

along. On the other hand fairly fixed models of delivery that can be systematically tested are des

order to assess the results of the model. Having systems in place that can capture differ

time appear to be important in both cases, along with understanding of the causal mech n&
i

<
The use of impact evidence in evaluation can conflict with a continuous improvement approach. On K

the above approaches could take evaluators down different evidence pathways. The le ut a fixed
model of practice is the recommendation to continue (or not) but there might be limit@@ uRgerstanding in a
fixed approach, if the initial evidence suggests it's not effective. The learning from gwid f the
implications of practice changes is the practice improvement itself (an action k@pproach).

Challenge 3: Linking up short, intermediate and long term outcomes/i@n

There are knowledge gaps in higher education about the linkages between edium term outcomes
and final impact indicators which might require new types of evaluatiQfiS, perhaps involving modelling. For
example, is it enough to say the intervention raised study skills in bi ducation without understanding
the relationship between study skills and actual HE achieve t@e nt groups of students, and the
implications for attainment gaps? This aspect could perhaps m a sector level focus in order to
assist evaluators in interpreting impact results from proxgipdicatOgg. For example, the extent to which
results from the Assess and Success Questionnaire (AS%Eredictors of student outcomes. Further

insights into using short and long cycle evaluation ap ould also be helpful in this respect.

4.2 The delivery context Q

The potential for using different methods of evaluatior?depends on the context - the size of the provision is an
obvious one, affecting access to datasets, ande types of data linked to the intervention. Small and specialist
providers may be less able to engage in Quantitative method of evaluation. They may be working with more
resource intensive methods and m ore practical support and guidance on steps that can be taken to
evaluate in their context.

It's capacity and also t of our institution. A lot of our interventions and evaluations are sort of
small.

Because we're a sMgll sbecialist institution, we don't have a lot of particularly targeted interventions
from the AP e're not having thousands of students participating. We can, create some comparative
group but t%e few opportunities for us just because of the nature. Yeah, who we are, the types of
interve@ eliver. And yeah, evaluation capacity as well.

Both qua i d qualitative approaches to impact evaluations are encompassed within the standards of
evidenceWut q®alitative methodologies are underdeveloped in an applied sense (e.g. there are few examples
ofu itative evaluation techniques such as case study methodologies or Qualitative Comparative

y CA)). There is a tension because qualitative methods can be more time and resource intensive

A
% compared with use of surveys for example) making them a bigger resource requirement, even though
e scale of provision is smaller.

mall cohorts exist in all sizes of providers, so the problem is delineated by the delivery context as much as
the size of provider per se.

Thinking about samples, our outreach work is very small, very targeted. We might be working with 12
students over a period of two years.
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4.3 Nature of the outcomes and impacts

There is a general trend to embed evaluation into intervention delivery mechanisms in order to make sure
data for evaluation is being generated appropriately from the ground up. This potentially brings other factors
into play, such as wider access and more data, the need to build relationships between teams, and to build
evaluation into practitioners day to day roles. These factors affect what approach to evaluation is practicable,

and at what level (for example outcomes measured across programmes rather than for each intervention
within a programme).

Some projects are too small to [evaluate] ad hoc — it's a matter of establishing and embedding ¢
evaluation into service outcomes monitoring. \

We made huge improvement in embedding evaluation into activity. Projects funded in APP, gori
services, are embedding evaluation. Our dashboard portfolio programme keeps a viey o
that takes place. 2

We’re evaluating a racially inclusive curriculum assessment piece of work, that's N red to all
students on our undergraduate programme in the first year: that's 1000 student8%ll 1&aving this
intervention. So actually that is where we have to go to maybe look at Twe % 3.

The potential trade-off in getting more data for evaluation is making sure the X
the delivery context (since there may be a danger of the measures being sp
meaningful to the activities being delivered).

It can be hard because there’s no connectivity, we can’t compar&gvities, but a lot should be
addressing a particular problem. Comparisons are difficuit b % eShe benefits might not be similar —
but it’s essentially one project (objective) looked at from @iifekent gingles.

ures are relevant to
too high a level to be

range of ways, as well as the research question. Impactg tion which aims to explore how sense of
belonging has changed over time requires a different agp h'to one which seeks to determine the difference
made to HE continuation rates (and both might be part of a rounded approach to impact
evaluation). APPs usually cover a varied set of obJe 3, which could be captured in various ways, and some
things are harder to quantitatively evaluate than others.

Depending on the specifics of the intervention, the desire%m and impacts will affect measurement in a

Our intervention strategies are on gisk a{d some of those are institutional. So for example, an
institutional risk of replication of.inequalities of the professions. So we're looking at how the profession
is very white, very middle cl. e risk replicating that because we have differential outcomes.

That covers absolutely evi frofh outreach work in schools and representation through to
activities around recruij aff. The long term impact is hopefully to see a more diverse pool of
people entering the @n d progressing through to senior level. We can contribute to that, but
our strategy isn't s@ g to resolve the structural issues so | would find that very difficult to

evaluate.

The ability to cont@he external factors will also vary depending on the nature of the outcomes being
cales involved).

k about outreach, we have less knowledge about potential other factors that could impact
es for those students. Whereas when we think about success, we have, some knowledge
hat other factors are in play institutionally. That helps, but it's really difficult to control for in an

rimental way because students might self-select to access student support alongside our other
Interventions.

e delivery factors increasingly need to be viewed as part of the evaluation since a delivery context may not

ve perfect control over the intervention - understanding the context for delivery helps to explain what
happened. The traditional approach to randomisation or a quasi-experiment is designed to eliminate
differences, but theory-based methods of evaluation can usually better deal with evaluating complexity.
Unpicking the theory can help to pin down what has happened in terms of the causal linkages and
underpinning mechanisms.

Challenge 4: Methodologies appropriate to the context
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There is increasing interest in theory-based evaluation as a way of maximising the learning from
evaluation (and making best use of evaluation resources). This is not only for ‘small n’ providers and
delivery cohorts (who also have less scope for quantitative methods so have to be more creative in their
approaches to evaluation) but also for other types of provision given the complexity of access and
participation interventions in general. An issue for the standards is providing a framework that is even
handed in terms of ability of different types of providers, and different delivery contexts, to engage with
stronger types of evidence within Type 2/3 evaluations.

Challenge 5: Dealing with context in impact evaluation

A central question in terms of which methods are most useful for impact evaluation is how to deal wi %
contextual factors as part of an impact evaluation: should context be controlled for (e.g. as in an K
experimental approach) or should the contextual factors be embraced as part of the explanatory facters
impact (e.g. as in a realist approach, or theory of change approach, to evaluating impact). Evaluatign
complex interventions is likely to require a contextualised understanding of the mechanis‘ i cdyand
this can also be the basis of making causal inferences.

4.4 Organisational/structural changes and the ‘whole provider approach’ (WP,
OfS guidance defines the whole provider approach as ‘a description of how stdff fr artments and
services across the provider are led and engaged to ensure that its students ed to access,
succeed in and progress from their time at the provider'.

The WPA raises questions regarding aspects such as leadership, cultur@ and | siveness.
For me WPA is everyone understanding the strategy and,tha#We\V&got gaps: generally people having
an understanding of the barriers. A change of culture of @
Organisational and structural changes tend to be qualitatiyg,and es-based which is a problem for the
application of quantitative methods. Moreover, developmefit§in a whole provider approach including joining-
up of different services to meet an equity objective (wit % to quality mechanisms (i.e. The Teaching
Excellence Framework (TEF) and B3 accountabilitygge . The fact that widening participation has moved
out of the realm of ‘special’ interventions is anothé@rea§gn why new lenses through which to look at impact
are potentially required, because the delivery conteXbecomes even more complicated when thinking about

institutional level impact. One of the main impligations emerging for impact is disentangling the contribution of
different interventions, programmes and gpitiatives and the regular business of inclusive higher education.

As a strategy, | can see what t Ston is and how it will contribute, but we can't just run some kind of
quasi experimental evaluaf say, oh, is our intervention strategy on inequalities effective?

There's lots of activity
address the same
thing that's improvéd o
be saying, well, act

Ither at broad institutional level or departmental level. We're all trying to
HoW can we over here say our racially inclusive assessment piece is the
omes for attainment for Black and Asian students when student support might
we've made our coaching model more racially inclusive, for example. That’s

why it’s imp t to know how and why things are working and not just throw a load of stuff at a wall
and see tigks.
This conte iffdfent to the one in which the standards of evidence were originally developed (which was

ext of thinking about the impact of outreach on aspirations for higher education).

sly there are still people who are very outreach focused within their work, but most people |
s within the space would be looking at that cross lifecycle aspect. If you look at it from the point of
view of an intervention strategy, you might have organisational indicators and you might have staff
related outcomes as well, so it's not just student outcomes that you might be interested in. It's hard to
do an RCT on a staff outcome.

Case institution approaches to whole organisation level evaluation are not yet fully formed. Overall, APP
evaluations remains intervention focused, and there is more work needed on evaluation types and methods
that will be most appropriate for institution-wide evaluations.

We don’t have in-house evaluation capacity for understanding ourselves. For understanding how all our
parts work towards the end goal.
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[Evaluation is] easier if there’s a team in a space delivering on a plan. Shifting to a whole provider

approach has added a layer of complexity. Can existing mechanisms here change and be made fit for

purpose? Stuffs happening across the board but not all of it is being evaluated. That relies on them
[practitioners] being forthcoming. For WP we are focused, but trying to embed evaluation is harder in
programmes where we don’t know the impact and there’s no [evaluation] resource. We see duplication,

similar initiatives especially in race equality. We've all got a vested interest, but what it is doing? where

does evaluation fit in bringing things together? What are the initiatives and how to evaluate them? Q

Different strategies and initiatives are linking up to support the collective effort. . O
{ ?‘
e.

Tracking and benchmarking on B3 metrics — that’s what everyone’s looking at. Evaluation is pa
— outcomes and measures versus awarding gaps comparisons. It’'s opening the door to anythii
will lead to an increase in B3 metrics and this is probably doing more than one thing at the

A helpful consequence for APP evaluations is leverage in the institution for evaluation streg
example of this was evaluators being able to use student outcomes datasets for evaluatio X S
monitoring purposes. In some case providers, evaluators are moving out of WP and % nnected to
overall strategy, or other core institutional functions — i.e. strategy and planning, dat anglysis teams.
Linkages to wider strategies helps to push forward APP evaluation activities begauge dence being
collected benefits understanding beyond APP work and opens up new evide x ijnies.

O

However, at least one key informant felt unsure about how the organisation m meet the challenge of
evaluating at a cross-institutional level in the future. %
a

| think there are people now within institutions who will be a%

| with that rather than where we
t What is going to be useful in the
P but from a TEF point of view.

were six years ago. And it's good, obviously, that it's molge,
future as well when all these issues come through? Not

Challenge 6: Embedding evaluation across whole sy s

There is a challenge of embedding evaluation across %
large complex organisation that is constantly changi VPOle system evaluation is likely to take some
time to achieve, since it requires both top down & om up commitment to the evaluation strategy and
effective communication either way. Being able to Bge evidence for decision making on interventions to
inform developments at a provider level argueg for coherent strategies which pull together monitoring
systems, implementation and process 3va|u ion, and outcome and impact evidence tools, along with

t

systems — and this is especially the case in a

tracking/data systems and methods whigh triangulate different types of evidence.

4.5 Concern for student in

Afocus in English HE on the @t erience and student involvement is perhaps changing the way
evidence is viewed: parti n his research for example indicated that evaluation which surfaces the
student voice is perhaps @e of evidence which decision makers pay most attention to. There is also
interest in co-creatj spects and more holistic approaches to understanding the lived experience as part of
the evaluation eff is issue has implications for the standards framework that is applied across all APP
interventions. le, experimental approaches seek to control for the individual effects, whereas there
is increasi %ﬂ to treat everyone as an individual.

didShey participate — everyone is a complex individual with lots of intersectional characteristics,
Y, ‘t ignore all of that. Most institutions can’t do that type of scientific trial — it’s their [the
ipants’] one shot. Give everybody everything that can help them. We work on layers of evidence
A and more holistic approaches.

You need to know who got the intervention. We tailor to the programme needs, rather than what
problem we think should exist. There’s no point doing good work is it’s not fit for purpose.

Practitioners and those making decisions on interventions are perhaps less inclined to fix the outcomes in
advance, and keener to capture the needs, benefits and experienced as perceived by those taking part in
interventions, including through more participatory forms of impact evaluation.
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From an ethical social justice side — they want us to work with students. So we need outcomes
harvesting - not just to do and learn — and the opportunity to reflect. Experimentation is out. That’s not
just epistemic, it’s about having a reflective space and timeframe.

Interestingly enough a distinction that [the standards] neatly miss on is whether we’re addressing the

right problem. We support collaborations with students - invited spaces — because we want to be as

critical as can be. What are their challenges? Double-loop learning challenges values.

We are balancing the need for giving as much power to students and meeting organisational nee®s. O

People’s voices are important, stories are important - fundamental to what we’re trying to do. N
impact and benefits of initiatives for our students?

Measures of student experience and related concepts (such as student engagement, senseyofdreloui
have come in scope as intermediate outcome measures (also influenced by a focus on caﬁanisms as
well as outcomes). Cross-institutional tools (such as student surveys) which collect data N ife group of
people thereby set up the opportunity for comparative and correlational evaluation w &[h possibility of
quasi-experimental designs. However, not everyone is sold on this type of appzaac

It's about students’ experience in this setting and them getting the mos
centre is the student who studies with us and how they experience evg
the students not the data. They're not just data, they are people, they R
for the sake of it: we need to understand what is their capacity tQ@chieve.

we provide. At the
[N, You have to care about
tloing it [higher education]

Challenge 7: Student involvement in impact evaluation

Researchers and practitioners acknowledge the importance o engagement in evaluation and are
seeking new methodologies for this (although overall ev tion pfdcesses requiring student involvement
in quantitative studies tend to remain predominantly dgsig nd controlled by staff (e.g. surveys)).
Participatory and co-creation approaches are importa @ ing in new perspectives, but this kind of
methods support impact evaluation. There
are potentially many benefits of engaging student aluation - including perspectives on what impact
is. Collaboration in evaluation opens up dialogue on‘the kinds of outcomes and impacts that are more
relevant to student themselves. There ig a s}se that evaluation practices can be augmented or

4.6 Discussion
Impact evaluation in higher e s a dynamic perspective because higher education providers are

generates change and th&gnablers and constraints on its delivery in each setting. Therefore, intermediate
outcome measure ture changes in the system as well as for individuals/student groups (e.g. changes in
relationships inter@ormalisation of practices etc). The approaches need to be flexible enough to allow
providers to pfforitig8®@se information for decision making and select an optimal evaluation approach to
answer thgi icdlar impact questions.

The sgctORproBably needs to give more consideration to evaluating complex interventions. A key finding was
the etween precise unbiased answers to narrow questions of impact and more uncertain answers to
cogp! uestions. To be most useful to inform decision making in the current higher education climate
tors might need broader perspective than answering causal questions with greater certainty. The
oviders in the sample were taking a comprehensive approach to evaluation: where questions about how
mething is working and the impact that this is having are asked in tandem as the work goes along. Then the
evidence informs whether the intervention proceeds to the next phase, returns to a previous phase (i.e. a re-
development of the programme theory), repeats, or stops.

The framework, commissioned by the Medical Research Council (MRC) and the National Institute for Health
Research (NIHR)'3, may be a useful reference point when thinking about impact evaluation of complex
interventions. This framework is designed to support complex intervention evaluation to maximise the

13 https://www.journalslibrary.nihr.ac.uk/hta/HTA25570
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efficiency, use, and impact of research in the health sector. The latest MRC guidance is an update which
seeks to help researchers work with other stakeholders to identify the key questions about complex
interventions, and to design and conduct research with a diversity of perspectives as well as an appropriate
choice of methods. The guidance takes a holistic perspective of where impact evaluation sits in terms of
asking a broader range of questions to inform evidence based decision making (e.g. identifying outcomes and
impacts, theorising how things work, looking at how an intervention interacts with the context, the contribution
to systems change, and the value for money issues). The MRC framework recognises the need for evaluation
at different levels (from individual to societal levels) and supports making connections between them.
Learning from this approach may support how the higher education system thinks about evaluation of ¢ 0
complex interventions — certainly conceptualising higher education providers as complex systems pot&uti
helps understanding of the interaction between an intervention and the context in which it is imple@

5 IMPACT EVALUATION FOR EXTERNAL KNOWLEDGE GENERATION

A key objective of standards of evidence is to facilitate robust impact evaluation plans, so
will be generated. There is increasing emphasis on bringing together evaluation for agc
evaluation for sector-wide knowledge generation. Ultimately, by sharing findings abou iS expected to
work in what circumstances with whom, what is proven to work and what does giot ¢ use of standards
were designed to help to ensure that access and participation activities and d\ difected to the most

evidence

effective activities.

Library (HEEL) will further support evaluation evidence generation an aring by building up a central
repository. Thinking forward, there are implications for how evaluatj ternal consumption is
conceptualised to support submission to the HEEL, how asse @ figements are made on published
evaluation reports, and the types of evidence that are needed&to port replication/transferability once impact

The APPs commit providers to publishing their evaluations. The launch gf th er Education Evidence

and effective practices have been identified. This Section@liscusses perspectives in the case providers and

the implications for evaluation practices.
Key findings e

The expectation of evaluation for external public@t in the APPs is blurring the lines between
evaluation and research. Within institutions, there afRe advantages in conceptualising some types of
‘flagship’ evaluations which are designed to i@rm the external (as well as the internal audience) as
research since it could encourage incre@sed scrutiny, and more resources to undertake the evaluation and
make better considered evaluation igR choices. However, the amount of time/effort needed for external
dissemination activities is uncleaga is a concern to make sure it is proportionate within an overall
strategy so that evaluation mos upports delivery and outcomes for disadvantaged students.

There are advantages to rej

3 HEEL being categorised against the standards to direct readers to
how the knowledge can ed Jbut any assessments need to value the contribution from different
evaluation contexts eq%owever, there is a difference between the use of standards as an evaluation
planning and developme | for APP evaluation work, and as a tool for retrospectively assessing the
claims being ma m specific impact evaluation reports. Using standards as a planning and
development fae/during an evaluation guides how the evaluation is conducted in order to ensure
learning andfimpr. ent. Using standards as a retrospective assessment tool judges the validity of the

causal at has been produced in order to decide if an intervention is to be recommended more

i
widely @ notNIf the distinction between these uses isn’t clear, there’s a risk that evaluation is judged
un example, criticising an approach for not meeting criteria it was never guided by). Overall, there
i

an appetite for sharing wide-ranging evaluation studies cutting across all types of evidence and
ad’ value judgements of evaluations on their own merit or with reference methodological quality
ia rather than evidence standards..

ecision-makers tend to lean towards evidence that reflects their particular circumstances and concerns.
seful evidence to support replication and transferability of interventions that have impact and associated
effective practices needs to be contextualised to draw out the implications for other providers. If the
knowledge is to help with replication, then understanding of the implementation and process factors,
including the targeting and deliver factors, need to be reported alongside the evidence of impact.

5.1 Generation of external evidence
The emphasis on external knowledge generation has added a new dimension into APP evaluation work.
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If you're talking about evaluation then you’re not contributing to knowledge in the same way - the
traditional research principle — evaluation is for whether or not something you did had value and the
implications for your practice — others can learn but that’s not the primary objective. John Blake talks
like it can be research — if we talk about evaluation as research — it can be confusing.

The focus on external publication raises issues about whether evaluation should be prioritised with an external

or internal audience in mind. The ideal is both. The type of outputs which are needed and amount of time and

effort that access and participation colleagues will be expending on materials for submission to the HEEL is as Q
yet unclear. It's early days but implications were identified for how APP evaluations which have an extemal

audience in mind are viewed. A common approach involved prioritising certain flagship evaluations foga
sector audience as part of an external dissemination strategy. This approach could be beneficial — for&

by adding an additional level of scrutiny and review. 0
Confirmation bias is built in — there’s a strong presumption it works. We don’t challen /
unless we turn it into a special project.

3
When we lean into the research zone that helps us. When there’s a requireme&%\;rc
ise

experience and things move more towards research they move away from a | el of evaluating
practice. .

We might pick individual projects at Types 2-3 — make them evaluation SgioN§ie’§®and commit to
publishing. It might not be super scientific, but reasonable, and intere: @ a the institution and
regulator, and these might usually be newer, but broadly feasible gA novelly but important and what we
know about.
For this kind of dissemination, there was perhaps a sense tha evaluations that would be
disseminated for sector-wide knowledge development should jcwed as ‘evaluative research’. This would
define the studies fairly broadly as a method used to asse8gthe deSign, implementation, and outcomes of
programmes/interventions. Impact evaluation studies cq e within the overall banner but it would also
include other objectives such as the effectiveness, effi and relevance of interventions in achieving their
intended goals. All these types of research are us ure performance and whether a particular
intervention is working, or identify areas for impro% making them useful for informed decision-making.
Practitioners in institutions are perhaps also interesté® in understanding how students experience particular
interventions. ,

Evaluation is research — you get aYeport — that legitimises it to the wider HE crowd. We do look at it like
research. We’re doing the same ties: a literature review; gathering data/evidence; making
recommendations. You ca % ool about it, we're researching the effectiveness of our

programmes.
A parallel approach was the line of increased sharing of evidence of the overall impacts and
benefits of what perhaps$ighfibe seen as ‘the package’ of interventions within an overall Institutional

Strategy or progra@e. For&ample these could be reported as part of annual reports/reviews which are

disseminated ext

5.2 Maki osfhoc judgements about impact evidence
Where rggo re short the decision perhaps needs to be based on the imperative to use evaluation for
the bgshegct 10 improve effectiveness and outcomes for students. Resource constraints for evaluation
e e% rting could potentially discriminate against some types of organisation for which there is less
intSge eady in external publication (for example within providers where there is less focus on the
ation of academic articles). Key informants spoke about the need for wide-ranging kinds of outputs of
luation evidence, emerging across all kinds of higher education provider contexts.

| think particularly as someone who started their higher education career in further education and
knowing the capacity that those institutions have, they need to know that their evaluation and their kind
of learning, however, they can generate that and present that still has value within the sector.

Categorisation of disseminated evaluation reports in the HEEL repository according to standards was
potentially considered a good thing in order to help readers assess the nature of the evaluation and how the
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findings should be used. However, some sense of trepidation was evident in relation to how evidence will be
value judged.

We think we’ve done a good job of balancing OfS requirements and a decent standard. But what does it
look like across the sector? Plus there is an issue about how we share individual evaluations with
colleagues and the fear of how that’s presented. We've the right expertise but a challenging lack of
resources. There’s that nervousness around sector.
They need to meet people where they are and provide meaningful practical support and expectations
and don't make people think that they're kind of contribution to knowledge isn't useful or isn't valifed. O

The application of the evidence standards to the assessment of reports submitted to the Uni Connec

evidence base as part of the Uni Connect national evaluation work was a - potentially unhelpful - pre

The national evaluators identified where evaluation designs were judged to be weaker/stronger g
the research designs. Whilst from a methodological standpoint some designs generate legs @ evidence

on which to base decision-making, weak/strong are pejorative terms that can be damagin sgVinvolved,
plus the judgement does not take account of contextual factors/constraints affecting t@ hoices being
made.

| wasn't always keen on that weak Type 2 and those judgements tha & 0 make on
evaluation for the Uni Connect, because it was really disheartening tge at your evaluation was
weak. So we need to think about language. But it's the idea of you'rs @ oing something and
doing it very well than doing something that's too ambitious andgailinG%é# inconclusive RCT will do

nothing.
There are differences between the use of standards as applie - nlUation planning and development
tool for APP evaluation work in general, and as a tool for retro tively’assessing the claims being made

purposes). For evaluation planning, multiple consideratigg t play — not least the aim of the evaluation in
question — and the need to take into account what data @ able in the context. Plus there are question of
proportionality. At sector level it would not be helpf nang’an approach that potentially discriminates certain
types of providers or dis-incentives to share evah@The sense appearing from the fieldwork was there is
a demand for all types of evidence which could contaim ‘nuggets’ of knowledge about effectiveness in
generating impact (as well as the impact itselfWonversations in the field revealed a preference for evaluation
that supports practice improvement (i.e. @s part of a developmental approach). This contrasts with the

hypothesis-test-decide model of imp luation where results are only useful in periodic decision-making to
either scrap or continue rather in oifg endeavour to adapt/improve.

from specific impact evaluation reports (although the curr%a? s of evidence tend to be applied for both
chi

One can speculate that the higie erceived risk involved in the process of submitting evidence for
external scrutiny the less eng @ heSector will be in coming forward with their evidence. In turn this may
limit the usefulness of diggemigdte€d evaluations — i.e. if they become confined to certain narrow types of
evidence.

5.3 Evidenc @ort replication of knowledge and transferability of effective practice

Within the sa% ases included in this research there were differences in which types of external studies
were use j practice: there were preferences for certain types of information to be considered more
valuable%sion making than others (e.g. peer review studies and meta reviews over practice based

outpdts , different types of providers may have varying capacity for evidence collation. Some providers
se e most alert to evidence which surfaces the views and lived experiences of students.
It’s good that we are seeing examples of diverse methods —and examples we can use (for example

appreciative inquiry).

here is an argument to be made that any taxonomies of evidence should be focused on making the evidence
base as useful and usable as possible as knowledge that providers can transfer to their own contexts. ‘Hard’
evidence of impact is obviously most valuable in making decisions about ‘what works’ but there was also
demand for contextualised learning and understanding ‘how’ and ‘why’ interventions might be effective.
Evidence to inform decision-making in the case institutions could come from a range of sources but providers
are seeking to understand the context in which the work took place, in order to assess the applicability to their
own particular context and institutional needs.
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The main criteria is does it fit/is it narrowly similar in terms of the intervention. Meta-level conclusions
are OK but there needs to be an internal consistency argument based on the findings. Usually there’s
no opportunity to compare evaluations.

| would say people here are suspicious of external expertise. The APP research could show other

people tried it, but there’s a reluctance because there’s some unique qualities here. We want to develop
contextualised evidence now. Projects which seemed like a good idea were not thought through. It’s not
just finding out why change has happened — but why is it so impactful at this institution?

needs to include a contextualised understanding of what was delivered, with whom, in what conte
These questions becomes particularly crucial when thinking about practical transferability. Q

W.

L 2

It is interesting to note that other standards frameworks which aim to support replicability
evidence types to continue to build the case for the positive impact potential of the in
For example, Levels 4 and 5 of the NESTA Standards of Evidence for Impact Investin

n layering
tioMn question.

e development
of manuals, systems and procedures to ensure consistent replication and po$j j .4 This approach is
designed to balance the need for evidence with the need for the transfer of ig . It highlights that
decision-makers are concerned to understand the conditions for transferabili
involved in proven interventions, as well as the results. The Standards @f Evidence for Impact Investing as
also explicit about the role of external evaluation/verification of the 6 because this can add a further

dimension in terms of reliability of the results of evaluation. &

6 CONCLUSIONS AND RECOMMENDATIONS \

6.1 Conclusions
6.1.1 Implications of the standards of evidence

Overall there was a sense that the standards of evi§gnc& have positive benefits. Internally, they support
development of evaluation strategies; decision making and approaches to doing evaluation. Externally they
are helpful in communication to the regulator @#hd sector colleagues. The standards have played a role in
evaluation capability building and have bWilt understanding of what counts as useful evidence for decision-
making, pushing providers to imple igéreasingly robust approaches to assessing the effect of
interventions and greater surety rvefitions are making a difference. The standards support the
decision making processes atongj ogramme and institutional levels. They support planning and have
contributed to good practice 3 @ le; particularly in relation to building the rationale for interventions and
obtaining clarity of outcorfies af@fmpacts using theory of change.

The standards provide a ‘cOmfnon language’ and a ‘touchstone’ for the sector on evaluation. However, there is
also a risk that co@alisation of the standards tends to be unsophisticated, which may limit the extent to
which they ca cally useful for the purpose of further impact evidence strengthening across the
sector. There & a danger of the standards becoming diluted and a 'shorthand’ for a methodological distinction
between titative or more qualitative approaches to impact evaluation and evaluation in general.

ly whether RCTs should be considered a ‘gold standard’ for widening participation evaluations.
perimental methods are clearly a strong design when it comes to proving causality but are less useful in
plaining the reasons for a particular outcome. Complementary types of evidence provide very valuable
knowledge to inform decision making on APP interventions in practice. In addition, there is a range of ways to
increase the usefulness and validity all types of evidence to support decisions, as part of a proportionate

approach.

6.1. es/Levels Debate
Thxe been an ongoing tension regarding whether a hierarchy of methods is implied in the standards:

The evidence standards encourages providers to use increasingly robust methods of generating evidence of
impact, but the strength of causal evidence required for different types of decisions is a consideration for what

14 Puttick, R. and Ludlow, J. (2012) ‘Standards of Evidence for Impact Investing.” London: Nesta.
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There are information needs when it comes to supporting the use of standards of evidence to help wi
transferability of proven interventions to others in the sector. Evidence of causal impact is part of t%
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type of evidence is most useful. Impact evaluation complements other types of evaluation in evidence-based
decision making and is being used in a formative and summative sense as part of ongoing cycles of reflection
and review.

Evidence that is layered over time to build the knowledge and move to successive levels of surety within each

cycle is desirable and an opportunity to progress to stronger forms of evidence as the work continues and the

amount of investment of APP resource grows. There is a tension in the current standards in the best way to

move to stronger evidence of causality. The most expensive interventions warrant the strongest type of Q
evidence, but these tend to be more complex and beyond the scope of RCTs which are perhaps best agpli

to discrete activities and their direct outcomes. \

Providers are looking to quasi-experimental approaches, especially where these are supported by \

developments in data possibilities (e.g. tracking systems and student records systems). Plus therefjs a

interest in using theory-based evaluation and case-orientated methodologies. .

It may not benefit continued efforts to improve the data and evidence base for identifying 25N f the

strongest types of approaches are conceptualised in a purely experimental sense, wi&on ideration of
a

alternative interpretations, because experimentation in the strictest sense is seen as ; only relevant

for access and participation work in some exceptional cases. TS

6.1.3 Evolving context for impact evaluation

Multiple factors were identified in the research as current considerations for S and participation
evaluations and these have implications for evaluation designs. There gfe implications for the standard in
terms of: i) constraints and opportunities for certain types of evaluafjeq; agd ii) the kind of impact evidence
that providers are looking for to identify impact and to underpiin ormed decisions.

Current trends include:

e Longer reporting timescales x
The APPs allow for a longer reporting timescales wl@a opportunity to engage in more longitudinal
evaluations (especially as some outcomes take to show). The Type 3 standard relies on
controlling for extraneous variables which is chgllenging in complex social settings and when the
impact is farther away in time from the interventioly, The programme may have more control over short term

outcomes, but to be impacitful the relationsw with the long term outcomes needs to be assessed.

e Increasing concern for student involv&ment and OfS requirement for student views on APP
The standards focus on outputs amgiinfpacts which are defined in advance and turned into indicators and
measures of impact, with an asgtingp that the goals chosen are ‘right’. This interpretation is being
challenged. Qualitative resear® % cregsingly important to higher education delivery to ensure students
have a positive experienc % g8tion activities are becoming more prominent to enable meaningful

surface and learn from students’ lived experience in order to understand

student voice with a cQRgs
what counts as eﬁecf@
o Organisational/structur anges and the Whole Provider Approach

APP activities coming more embedded in the day to day activities of higher education. Intervention
strategies clydle interventions designed to bring about structural changes at the organisational level.
Organisaﬂ%7 anges may be difficult to capture in a quantitative sense. There are relationships between
APP i ighs and other strategies taking place at different levels: concerns for effectiveness come from
diffef@nt aligiences and the impacts of specific interventions become harder to isolate.

. Ci IRg provider diversity
[ cohort makes a key difference to the types of data that are available on which to make conclusions.
he delivery context needs to be taken into account as well, for example, whether coordination of evidence
m different teams, sites/campus will be part of the picture. This can set up the conditions for comparative
evaluation but also makes controlling the delivery more of an issue, and points to the need for
contextualised approaches to evaluating.

e Increasing focus on structural outcomes and impacts
The types of interventions go beyond those aiming for direct effect on a cohort of students/participants. The
strategies encompass outcomes for staff and organisations, the outcomes of which can be harder to capture
in a quantitative sense. APP Intervention Strategies draw together ways of tackling the same problem from
different directions in order to maximise the overall impact. Interventions increasingly need to be looked at
collectively.
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The standards are based on a cause-and-effect approach to evaluating impact. They assume that impact can

be attributed in a direct sense whereas intervention strategies are increasingly complex and embedded and

part of the contribution to an overall goal (e.g. eliminating gaps). This becomes increasingly problematic in the

current climate where providers are grappling with how to: deal with evaluation of complex programmes; get

clarity on the purpose of impact evaluation knowledge development; link up the short, medium and long term

impacts; use methods appropriate to the context; understand the best way to deal with the contextual factors

in an evaluation; embed evaluation across whole systems; and involve students appropriately in evaluations. Q

There is a danger that the standards of evidence will become unfit for purpose unless they can support® O
providers in the collection and use of evidence in the evolving higher education context. There are ke

questions to be addressed regarding: what counts as impact (contribution as well as attribution); the

impact evidence that are most useful to support institutional decision-making; and how impact evid&oce

used alongside other types of evidence as part of cycles of reflection and review. Overall‘t%

consensus that the standards will need to adapt to retain their role in transparency of decisi@g- g

The standards of evidence are based around the kind of claims that providers can m n Backing up
assertions of impact. The methodologies captured in different types of claims shm% priate to all

types of contexts and access and participation work (in order to have genera e}ather than amongst
those looking to do certain evaluation designs). More guidance is needed ongs ative methods of
evidence generation which may be required for complex types of access andyp ipation interventions and
contexts sit within the framework and what judgement can be made in j¢rms of fthpact claims.

6.1.4 Use of evidence for external as well as internal knowledge %ion

An expectation of evaluation for external publication is set in t d this is blurring the lines between
evaluation and research. Within institutions, there are advantageSNg conceptualising some types of ‘flagship’
evaluations which are designed to inform the external (as% the internal audience) as research since it
could encourage increased scrutiny, and more resourc rtake the evaluation and make better
considered evaluation design choices. However, the f time/effort needed for external dissemination
activities is unclear and there is a concern to makg{sumeIt'1S proportionate within an overall strategy so that
evaluation most effectively supports delivery and otgomes for students.

In terms of assessing evaluation reports there]a difference between the use of standards as applied as an
evaluation planning and development todl for APP evaluation work, and as a tool for retrospectively assessing
the claims being made from specific i evaluation reports. Using standards as a planning and
development tool before/during a a guides how the evaluation is conducted in order to ensure
learning and improvement. Using rds¥as a retrospective assessment tool judges the validity of the
causal evidence that has beg %\ d in order to decide if an intervention is to be recommended more
widely or not. If the distin efyeen these uses isn't clear, there’s a risk that evaluation is judged unfairly
(for example, criticising a@oach for not meeting criteria it was never guided by). There are advantages to
repositories of reports (for mple the HEEL) categorising evaluations to help direct readers to how the
knowledge can b@ but any assessments need to value the contribution from different evaluation

contexts, and ent approaches to evaluation. Overall, there is perhaps an appetite for sharing wide-
ranging evalu&tion $tudies cutting across all types of evidence and applying judgement based on their own
merit or ce to methodological quality criteria.

Deci ers tend to lean towards evidence that reflects their particular circumstances and concerns.

U nce to support replication and transferability of interventions that have impact and associated
@e ractices needs to be contextualised to draw implications for others — e.g. particular target groups
n livery circumstances. If the knowledge is to help with replication, then understanding of the

lementation and process factors needs to be given, alongside the evidence of impact.

6.2 Recommendations to OfS

In order to maximise the role of the standards of evidence as an evaluation capability building tool, we
suggest there is scope for reinforcing and enhancing some parts of the existing guidance that might not
always be recognised in how they are being applied.

Specific aspects of the standards requiring reinforcement have been identified as:
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1) Encouraging a cumulative approach: The Types of evidence should be useful across the project
planning and evaluation cycle when designed as cumulative and part of a layered approach to
evaluating interventions. The layered approach involves:

Type 1: Ensure that there is a rationale for the intervention, and that there is understanding of
what the outcomes and intended impact are, which is supported by evidence.

Type 2: Collect evidence to test whether the outcomes and impact from the intervention are
better than might reasonably have been expected without the intervention.
Type 3: Collect evidence to show that it was the intervention that led to the outcomes and ¢ O

impacts rather than other factors.
2) Complementarity with other types of evidence: Evaluation of impact complements oth

evidence gathering that goes on to inform evidence-based decision making (such as préges

evaluation and practitioner reflection and so on). .

In order to further support the use of standards in evaluation planning and delivery, we su t is scope

to enhance the standards in these areas.
3) Language of the standards: The most useful evidence to support accoymtabijity @nd decision

making should be at the forefront of the standards (rather than the u& icular method or
approach). We propose that the language of the standards shoul isiéed to include a strong
focus on the claims that can be made - and the implications for h rs view the results from
evaluation and to inform evidence-based decisions.

4) Range of evaluation designs: Within Type 2 and 3 it greatr clarity is required to demonstrate that
claims can be supported by a range of evaluation d sig nising that qualitative approaches
h

and case-orientated evaluation designs can be us de sufficiently strong evidence of
impact claims in circumstances where the data and das”are sufficiently robust to do so.

Suggestions for change to the existing standards framew%gi
()

In order to encourage innovative approaches and met @ gi€al pluralism, as well as valuing contribution as
well as impact, we suggest there is a need for:

n in Annex 2.

5) Greater clarity on methods to suppofgclaiths to causality with the evidence types: The
standards typology is not meant as a cate§orisation of different methods of evaluation, but there is a
lack of understanding about how dﬁrent evaluation techniques can be used to support claims at all

levels of the framework. The $tandards encompass quantitative and qualitative research methods
within each of the types, re information and guidance is needed on how different approaches
a

can be operationalise and how theory-based evaluation fits with the framework.
Recommendations for a fram ppBrt these recommendations are given in Annex 3.

There is scope for further to Providers in relation to supporting evaluation strengthening and the use
of evaluation evidence wilich d include:

6) Practi uidance on how providers can strengthen their impact evaluations within the Types (i.e.
the pr@ways to increase the rigour and quality of their evaluation design and methods). Those
C case institutions wanted guidance on how to operationalise the standards in different
@ contexts.

evaluation self-assessment tool should be revisited and revised in order to make sure it
eflects a range of evidence that can be used (quantitative and qualitative) and that it encapsulates
e most recent learning about the facilitating factors that can support strengthening of impact
evaluations. The Tool could be supported by development of an Evaluation Maturity Framework
which higher education providers can use to assess their capabilities and processes in APP
evaluation to determine the level of advancement.

v:!3 Recommendations to support the use of evidence

In order to encourage use of evaluation results in a way that supports transferability and replicability of proven
and promising practices we recommend:

8) Differentiation between standards to make an assessment about the type of evidence ex ante (i.e.
decisions about which evidence is appropriate in any particular context when planning and
prioritising evaluation work) and the hierarchy by which to judge the strength of evidence post hoc
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(i.e. the strength of causal claims reported for particular types of interventions in evaluation outputs).
Ex ante standards help guide decisions and allocate resources wisely, while ex post standards
ensure transparency, learning, and continuous improvement. The sector should be striving for the
highest level of assurance on impact for both purposes, however, every evaluation needs to be
judged on its own merit because every evaluation is an opportunity for knowledge generation and
learning.

9) Clarity on expectations in terms of contextual understanding to be applied to impact evaluations.
Reporting standards should keep take-up and transferability of knowledge in mind. A '+’ designati
could be included in the standards to denote evaluations where the contextual understandlngan
knowledge of practical replicability conditions is sufficient to underpin transferability across

institutions (See suggestions in Annex 1).
10) Adoption of reporting standards designed to support take-up and transferability of knoﬁ

Reporting standards for published evaluations should help reviewers and readers

appraise an evaluation, taking account of the usefulness of the evidence as kndw|& @ inform
others in the sector about what should happen next. There are potentially seve ogetS which
need to be assessed, for example: Whether the evaluation questions hav cle y stated and

make have
the evidence and

are sufficiently defined; Whether the types of claims that the evaluation is
been made explicit and that the evidence presented supports the clgim

methods are reasonable, steps have been taken to ensure the reli@bi results, the evidence
support the claims being made; Whether there is enough informatie e contextual factors
for providers to access the usefulness of the conclusions and tra % ility to their own practices;
Whether there is enough information on the implementation ﬁc @hd processes involved to

—r,

support replicability of the practice (if it has been shown to b&worthwhile).

11) Reports of evidence-based decision making pra @ e within the scope of the HEEL
(i.e. studies which demonstrate where a provider u impagt evaluation results to change their own
practice and what was involved in that processjincludin@the evidence). This opens the door to
learning about what different types of impact % studies have contributed in practice

ther providers.

improvement and the implications of this Ie@
6.4 Recommendations for further research
Further research would be beneficial, particularly inglation to:
12) Collaborative sector level researc ed at developing sector consensus on the specific
requirements that different tyges o mlxed methods and causal reasoning evaluation designs would

need to meet to fit within thgesiolds within the standard types.

13) Commissioned resea de ify learning from other evaluation frameworks. Potentially useful
reference points for orks for complex evaluations are available from other sectors (e.g.
the Medical Res CI| (MRC)/ National Institute for Health Research (NIHR) framework for
the develop alu tion of complex interventions in healthcare).

14) Developmen borative research to undertake further testing and validation of survey questions

evalu y sector intermediate student outcomes associated with access and participation

®
@Q

in emshi valU&tion frameworks in order to increase the availability of standardised tools for

32



ANNEX 1: RESEARCH METHOD

The research was undertaken in partnership with a group of seven higher education providers which cut
across different provider categories, contexts, and student populations (Table A1.1). The sample was
purposively chosen to ensure a varied range of contexts and viewpoints across the English higher education
sector. Evaluation leads in institutions were invited to participate as project partners at the end of 2024,

through a direct approach from NERUPI (the Network for Researching University Participation Initiatives). Q

Table A1.1: Profile of Partner institutions .
Student Group* Finance Group* Size of student body Low Participation Designation/ Miss
Neighbourhood (LPN) group
(benchmark)
High tariff Ql £100m-£200m 15,001-25,000 students 6.5(8.2)
Medium tariff QI £100m-£200m More than 25,000 6.2(59)
students
Medium tariff Ql over £200m and less 15,001-25,000 students 8.9 (8.2)
than 70% of income
Low tariff QI over £200m and over More than 25,000 7.2 (10.0)
70% of income students o
Specialist: creative Specialist: creative Fewer than 5,000 13.3 (150) Conservatoire
students
Specialist: other Specialist: other 15,001-25,000 students 15 (1 Private provider
High tariff QI over £200m and less 10,001-15,000 students (3.9 Research-intensive
9 than 70% of income Russell Group
*OfS categorisation

In the first stage of the research the partners took part in an inffigti ting in January 2025, at which the
project was discussed. Colleagues began to share details,of thei ach to evaluating impact of access
and participation activities. There were group work activi%ns der how data and evidence were being
used within the case institutions, and the implications f

second stage involved a series of in-depth interviews
interviewees (mainly in-person) were completed i en down by role as follows: evaluation leads and
evaluators (12); managers/leaders (including servicgand academic leads) (7). Interviews were designed as
‘key informant interviews’ — i.e. targeting colleagjes récognised for their insider knowledge and unique
perspectives on the topic. This method is, distifiCt in focusing on information-rich sources and aiming for depth
of insight rather than breadth. A semi-strigtured interview script was used which included both general
questions and provider specific que he interviews were supported by desk research to draw further
insights into the evaluation approg % withiin the institutions including scrutiny of the latest APP documents.

dards of evidence and the project. The
leagues in partner institutions. Nineteen

i but included a concern to ascertain:

The fieldwork topics were wi@
1. What effects {re: ta ndards of evidence having on current approaches to evaluation?

2. How do decis akers in universities obtain knowledge about effective practices, what information
do th d, and what role does impact evaluation play in this?

standards supporting evidence-based decision making within institutions?

the standards supporting understanding of replicability and transfer of proven and
ng practice including knowledge transfer across different institutional contexts?

The %e interviews and desk research was analysed in two ways:

. alitative analysis working towards exploratory findings with the aims of extrapolating some
conclusions (and making some tentative generalisations).

Identification of specific approaches and methods in examples of evaluations in order to explore
decisions and approaches in different settings where different issues and solutions are experienced (in
order to describe and explain approaches to undertaking impact evaluations and the use of evidence in
decision making).

w
I

The research partners were invited to comment on draft materials and the group met twice to discuss and
agree the findings and recommendations. The research reporting and development of conclusions and
recommendations was supported by a reference group of evaluation experts, senior institutional leaders and
representatives of sector networks (HEAT). This involved a series of three meetings and exchange of
materials for comments and agreement.
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ANNEX 2: SUGGESTED ENHANCEMENTS TO THE STANDARDS FRAMEWORK \\
-
Claims that can be made'®

Criteria to meet this Evidence required

Type
Type 1: Explains what is being Claims of policy 1a) Evidence of Impact Elsewhere or in Research Literature
done and why There is a coherent You have evidence of impact elsewhere and/or in the research literature on access and
The impact evaluation explanation of what we do participation activity effectiveness
provides a narrative or a and why based on research
coherent theory of change | and reasoning 1b) Proven or Promising Practice from Existing Evaluation Results _g
to motivate the selection You've run the intervention before and have internal evaluation data showing it worked—or at g
of activities in the context least showed promise. a
of a coherent strategy i . i . °
1c) Logical Causal Chain with Corroborating Evidence o
You have defined a logical causal chain for outcome/impact and have evidence to corroborate 2
that the intervention could be expected to bring about a positive change. &"3
1d) Emerging Evidence of Beneficial Results
You have initial evaluation results showing that the activities are related to beneficial results in
line with the objectives.
Type 2: Shows positive Claims of worth 2a) Pre/Post Change or comparison to Non-Participants
outcomes without We can demonstrate that our You have quantitative and/or qualitative evidence of a pre/post intervention change or a @
proving causality intervention is associated difference compared to what might otherwise have been expected. £
The impact evaluation with beneficial results against 8
collects data on impact a counterfactual. 2b) Causal Reasoning with Programme Theory a
and reports evidence that You've defined a logical causal chain for outcome and impact and systematic quantitative 2
those receiving an and/or qualitative evidence from causal reasoning which demonstrates that implementation of (%)
intervention have better the programme theory for your intervention plausibly explains the outcomes in your context* g
outcomes than might a

otherwise be expected

"5 The focus of the stan
will still be important learn

rds,.is OR\S

o

c©
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Type 3: Demonstrates that the Causal claims 3a) Quasi-Experimental Design with an Appropriate Comparison Group
intervention caused the | We can demonstrate our You have a positive result from of a treatment change on participles relative to an appropriate
observed outcomes intervention causes comparison group who did not take part in the intervention from a quasi-experimental design** | o
The impact evaluation improvement and the 2
methodology provides difference it makes 3b) Randomised Controlled Trial (RCT) 8
evidence of a causal You have a positive result from of a treatment change on participles relative to a control group | o
effect of an intervention who did not take part in the intervention from a randomised experiment. E
©
3c) Non-experimental Causal Inference Methods %
You have a defined logical causal chain for outcome/impact and have systematic quantitative >

and/or qualitative evidence to demonstrate that the intervention is an explanatory variable for the
observed outcomes in your context and you have ruled out alternative explanations.

* Theory-based evaluation designs included in this type of evidence (see discussion in Annex 2).
**Within a quasi-experimental design whilst causation may not be proven (because there may be other differences n the groups that caused the effect) this is still a strong design if an RCT is
not appropriate: QEDs have the potential to point in the direction of more generalisable results so long as t fagtors are understood, and are usually less costly and time-consuming than

an RCT.

‘+’ Designation to support transferability of practice where there are provenwi results

In order to support the use of evaluation to inform decisions on access and par@ ctivities across the sector, we suggest that the evidence base for

different types of evaluations can be further enhanced to achieve a ‘+’ desi g. Type 3+).

Criteria to meet this Claims that can be made Evidence
Type

+’ The impact evaluation is Claims of transferability You can explain how and why the intervention had the observed impact on the access and

designation unFjerpir.med be detailed We understgnd enOl_Jgh participation objectives it was designed to address and can demonstrate the requirements in °
articulation of the about effectiveness in terms of implementation and delivery that are needed for the positive impact to be achieved in 5
considerations required to | context and the systems and  practice. 85
faithfully replicate it. procedures to ensure o g

consistent replication and rg:) o

positive impact

*Note transferability requires understanding of both inal intervention context and the new setting in order to consider whether an intervention that worked in one context can be adapted and
still be effective in a different context.
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ANNEX 3: INTERATION OF THEORY-BASED EVALUATION FOR COMPLEX INTERVENTIONS

According to the Magenta Book, theory-based methods are appropriate when experimental or quasi-
experimental designs aren’t feasible, and they can still meet high standards of evidence if they: clearly
articulate a theory of change; gather robust evidence to test causal mechanisms; rule out rival explanations.'®
Existing theory of change guidance already puts a focus on theory-based evaluation but clarity is needed on
how to evaluate the impact of a programme design using a theory of change approach.

Suggestions for how the standards of evidence could be achieved using ‘hybrid evaluation methods th& O
combine outcome/impact evidence with theory-based evaluation methods are given here. \

‘Hybrid’ evaluation methods \
Type 1 Type 2 é'

'S
Standards of How does the programme . The diff can be
: . The difference compared to )
evidence focus make a difference to the : eetly to the
a counterfactual estimate?
outcomes? ramme?
Implementation *
and Process Did the programme reach the target group(s) and h igplemented and
Evaluation experienced in practice
(IPE) focus*
Theory-based Understanding what was
evaluation How does the implemented and what are
How was the programme ; T .
focus : implement S e the implications in terms of
implemented? Were there
e - outcomes? oes good the causal effect of what
deviations from the original ; ; . !
. implementatioMyook like? was implemented on the
plan? (Formative) ) ;
mmative) outcomes in context?
N\ (Summative)
Examples of Literature Review to @ of Change + Realist Evaluation +
Hybrid articulate the rationale and refRoSt Survey (measure Difference-in-Differences
methods?*** | link it to existing evidence of ange in confidence or (explore causal pathways
effectiveness. efigagement before and while comparing outcomes
Theory of Change + , after participation) over time between groups).
stakeholder input tOyco- Realist Evaluation using Process Tracing + Matched
create/justj mixed methods (explore Comparison (mechanism
interven what works, for whom, and testing plus quantitative
Contributies ng o in what contexts). outcome analysis).
show ho‘ amme Process Tracing (quant & Theory of Change +
fits wij 3 er system of | qual evidence to test steps Instrumental Variables (to
ange. in the theory of change) isolate causal impact).

that the steps iflyourftheory of change actually occurred; explore contextual factors; understand why and how the
interventio r didn’t) for different student groups; identify unintended consequences; surface outcomes not
captured By quangitative outcome indicators; strengthen causal contribution claims:

* Process evalm egh't estimate causal effects in the statistical sense, but can: validate causal mechanisms; confirm

*%

yge ation requires evidence of causal impact, not just association. Theory-based methods can help
rul§ou rnative explanations and reinforce the plausibility of impact when experimentation is unsuitable.

*

litative insight uncovers mechanisms, conditions, and context. Quantitative evidence isolates impact
generalizes findings. Together, they produce a narrative that is methodologically rigorous and
eaningfully rich.

16 https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/879438/HMT_MagentaBook.pdf
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